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A review of the current
status of a ccess networks



Classification of telecommunication networks
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4 Telecommunication networks are organized in
three segments:
1. Long-haul networks
4 Very long distance connections among large cities
2. Metropolitan and regional networks

4 Medium distance connections inside large cities or
among smaller cities

3. Access networks
4 Toward final residential users




Long-haul networks

Up to thousands of km

Transpacific links are
9000 km long

Extremely high bit rates
Terabit/s per link

Need to be extremely
reliable and thus
redundant

Very high cost hardware
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Metropolitan and regional networks
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Access Networks
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Foraccess networke mean the last part of the

public network toward the final usewxhich can
be further divided into two very different areas:

Mobile Target scenario for
- this talk
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Residential Access Networks today (2016
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In Europe, the majority of the residential
customers ussome forms of ADSl(or
XDSL) carried ovethe traditional copper
Nt wisted pairo

But new solutions based optecal fibers are
very quickly gaining momentum
Ultra-broadband new access solutions

The situation is very different from country to country in
the world



ADSL: Asymmetric Digital SubscrlberﬁLoop
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Picture taken from: http://www.emeraldinsight.com/content images/fig/2720060202006.png
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XDSL ultimate capacity limits
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Aggregate net data rate (Mb/s)

XDSL most recent evolutions: GFAST
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Most recent evolution ofDSL (such as the sc')(_)wn" to
be released G.FAST) promises to go uf tebpsbut
only on very short distances (100 meters or less)

- Single-line performance (17.7 - 106 MH2)

http://www?2.alcatel -lucent.com/ techzine /the -numbers-are -in-vectoring -2-0-make

= 650 Mb/s at 50m with G.fast (vectoring)

= 250 Mb/s al 50m with
G. fast (no vectoring)

Full crosstalk
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EU Digital Agenda for 2020

Il n 2010 the EU nDigital
set the EU official objectives for Next Generation
Access Network (NGAN)

By 202Q all European citizens should access the Internet
at bitratesgreater than 3Mbit/s

By 202Q not less than 50 percent of European households
should be able to subscribe contradtspeeds over 100
Mbit/s

European Commi ssi on: nNA Digital £
avallable athttp://ec.europa.eu/europe2020/pdf/digagenda
communicatioren.pdf



http://ec.europa.eu/europe2020/pdf/digital-agenda-communication-en.pdf

COMMUNICATION FROM THE COMMISSION TO THE EUROPEAN
PARLIAMENT, THE COUNCIL, THE EUROPEAN ECONOMIC AND SOCIAL
COMMITITEE AND THE COMMITTEE OF THE REGIONS

Brussels. 19.05.2010

A Digital Agenda for Europe
COM(2010) 245

The future economy will be a network-based knowledge economy with the internet
at 1ts centre. Europe needs widely available and competitively-priced fast and ultra
fast internet access. The Europe 2020 Strategy has underlined the importance of
broadband deployment to promote social inclusion and competitiveness in the EU. It
restated the objective to bring basic broadband to all Europeans by 2013 and seeks to
ensure that, by 2020, (1) all Europeans have access to much higher internet speeds of

above 30 Mbps and (11) 50% or more of European households subscribe to internet

connections above 100 Mbps.

To reach these ambitious targets 1t 1s necessary to develop a comprehensive policy.
based on a mix of technologies. focusing on two parallel goals: on the one hand. to
guarantee universal broadband coverage (combining fixed and wireless) with internet
speeds gradually increasing up to 30 Mbps and above and over time to foster the
deployment and take-up of next generation access networks (NGA) in a large part of

the EU territory. allowing ultra fast internet connections above 100 Mbps.




Optical Access Networks

Fiber to the X (FTTX)
solutions:
a Nmusto t-o d
broadband connection as
requested by the EU directive
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The key idea: use a fiber going as close as possible
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Situation in Japan, 2012
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NTT presentation at: OFC/NFOEC2013 NTh4F.5 21 Mar., 2013




FTTX: today penetratlon rate (2015)
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Two different options for FTTX
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1. A dedicated fiber for each optical end -point

41t 1I's someti mes -to-Rdecat ed
OPoditontoi nt 6 (P2P)
4 Typical for FTTCabor FTTB
4 It is used anyway also in some countries for FTTH

2. A shared optical infrastructure for many users
4 PON: oPassive Optical Net wo
4Typical for otrueo FTTH




P2P Architecture
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€ Dedicated fiber pairs from the
central office to EACH

residential user
Fiber
pair

OLT
(Optical
Line
Terminal)
ONU (Optical
€ It replicates the architecture of the Network Unit)

otraditional 6 copper twisted
access network




PONsare
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ODN: Optical Distribution Network
ONU : Optical Network  Unit
OLT: Optical Line Termination



Situation in Japan, 2012
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PON physical layer:
what are the main
differences compared to
OSsStandar doapoipto |
optical transmission?
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4 Likely the most significant difference to have In
mind compared to optical long -haul is COST

4 The ooptical modemd at t
should not be much more expensive than an
high-end ADSL modem

4 Order of magnitude: 1000f or t he ful |l oO0C
mo de mo




PON power budget
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For a typical PON with N=64 users, the attenuation due to the
splitter alone is around 19 -20 dB (|deaIIy itis 10dog,,(N) dB)

The system power budget should also take into account:
4 Fiber loss
4 Penalties due to dispersion, reflections, etc.
4 Ageing
4 System margin

Thus, even though PON are shortdistance systems, the power
budget is very tight!

The overall attenuation from TX to RX in the worst case direction is
c al | GDMIlossd

Typically, most PON transceivers should cope with ODN-loss values
greater or equal to 28 dB without any optical amplification along
the link




Current PON standards: common features
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4 Bidirectional transmission using two (or more)
different wavelengths
4 Downstream: around 1500 nm

4 Upstream: around 1300 nm (apart from the most
recent TWDM-PON)

4 Interestingly, PON is the ONLY massively utilized application
where a single fiber is used bi -directionally!

4 The ODN should be splitter-based, thus
compl etely ofl atd over t
range
4 No wavelength selective devices inside the ODN




Bidirectionality : required devices
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4 The upstream and downstream signals should be divided
at the terminals by proper optical demultiplexing filters

4 In today PON standards, this is obtained by using two
different wavelengths, and very coarse wavelength
demultiplexer

Passive
Optical X
Splitters ' upstream

/down

/UIO RX down

stream
am CWDM : : CWDM
Mux/demux : : Mux/demux




The current most common ITU version: GPON

4 GPON (Gigabit PONJTU-T)
4 DOWNSTREANZ.S5 Ghit/s, 1490 nm
4 UPSTREAML Gbhit/s, 1310 nm
4 Up to 64 users for each PON tree

GPON Transceivers

4 Together with the IEEE Ethernet version called
GEPON,|t Is today massively deployed worldwide
(tens of millions devices installed worldwide )

4 1t is today a mature technology

41t 1 s to be consi derot-d a
the-art 6 at the depl oyment




XG-PON and 10G-EPON
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4 ITU-T released in January 2011 its
Recommendations G.987.1 (and following) for
the so-called 0XGP O N Main features:

4 10 Gbit/s downstream

4 2.5 Gbit/s upstream

4 Up to 40 km reach

4 Up to 35 dB power budget

4 Basically, it was standardized in order to obtain a
4x Increase In downstrean bit rate

4 But still uses one wavelength per direction




Next generation PON (NG -PON2)

Introducing Wavelength
Division Multiplexing (WDM)

ITU-T G.989.1 TWDMPON

040-Gigabit-capable passive
optical networks (NG -P ON 2 ) O



How to further increase bit rate?
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4 Four wavelengths per direction (at least)

ONU
s L
. y M
4 10 Gbps each in DS o 7
. T Al
4 2.5 Gbps each in US e °
NHE :
EZ—' E ’d plitter ONU
o2~ 2 = o
e ar
Very recent standard, e loes [3 i
first version released Ak ONU
. . o kL. A7 —
In Spring 2015 R v
i ke Bt €]
No product yet, but - on
several prototypes -
available in telecom e [

operator field trials

Time- and Wavelength-Division Multiplexed Passive
Optical Network (TWDM-PON) for Next-Generation
PON Stage 2 (NG-PON2)

Yuanqiu Luo, Senior Member, IEEE, Xiaoping Zhou. Frank Effenberger, Senior Member;, IEEE,
Xuejin Yan, Senior Member, IEEE, Guikai Peng, Yinbo Qian, and Yiran Ma

Picture taken
from:




Wavelength allocation

4 TWDMPON signals:
4 Wavelength spacing: 100 GHz |

Samespacing used today for
long-haul WDMsystems but
cost should be two orders of

magnitude less!!

&

4 Number of wavelengths: 4, upgradable to 16

4 Downstream

4 15951600 nm for the first four wavelengths
4 1597.19, 1598.04, 1598.89, 1599.75 nm, for the first 4

ch

4 1600-1605 nm for the next four wavelengths
4 1600.60, 1601.46, 1602.31, 1603.17 nm for the

additional 4 Ch
4 Upstream

4 Similar, around the 1535 nm window




WDMPON and tunable laser -based ONU
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= = e TX
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4 At the ONU side, a tunable laser and a tunable filter
required for US and DS wavelengths for a colorless ONU

4 Very flexible solution

4 Cost is still too high today for wide wavelength

tunability (particulary for a full -fledged 16 wavelengths
per direction solution)




An alternative to avoid
tunable lasers



WDMPON and reflective solutions
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. i R-EAM
Optical \ | $
Wavelength Upstream
demultiplexer digital signal
filter o |
4 It requires devices that modulates light in
reflection

4 Reflective Semiconductor Optical Amplifier (R -SOA)
4 Reflective Electro Absorption Modulators (R -EAM)
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The EU -project

FABULOUS

an alternative for NG -PON3

Roberto Gaudino, POLITO
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FP7-1CT-2011 -8 Challenge 3.5 1 STREP projectn. 318704 i FABULOUS

abulous FDMA Access By Using Low -cost Optical Network Units in Silicon photonics SEVENTH FRAMEWORK



Let 0s focus on FA
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4 We propose an optical reflective architecture  at
the user side

4 No need for tunable lasers at ONU
4 Only tunable filters

4 Multiplexing is achieved by electrical frequency
division multiplexing (FDMAPON) and advanced
modulation formats (16 -QAM)




Frequency division multiplexed (FDMA) PON

A PON based on electrical subcarrier
-DM/FDMA In both directions

A Project focus on upstream
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Detail on the ONU

One of the main purposes of the project is to
Integrate the required reflective modulator on a

Silicon Photonics platform

G0 Leth

|||\/Iab

FP7-ICT-2011 -8 Challenge 3.5 i STREP projectn. 318704 i FABULOUS 7
abulous FDMA Access By Using Low -cost Optical Network Units in Silicon photonics SEVENTH FRAMEWORK 39



