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A theory of superconductivity is presented, based on the fact
that the interaction between electrons resulting from virtual
exchange of phonons is attractive when the energy difference
between the electrons states involved is less than the phonon
energy, Ace. It is favorable to form a superconducting phase when
this attractive interaction dominates the repulsive screened
Coulomb interaction. The normal phase is described by the Bloch
individual-particle model. The ground state of a superconductor,
formed from a linear combination of normal state configurations
in which electrons are virtually excited in pairs of opposite spin
and momentum, is lower in energy than the normal state by
amount proportional to an average (Ace)', consistent with the
isotope effect. A mutually orthogonal set of excited states in

one-to-one correspondence with those of the normal phase is
obtained by specifying occupation of certain Bloch states and by
using the rest to form a linear combination of virtual pair con-
figurations. The theory yields a second-order phase transition and
a Meissner effect in the form suggested by Pippard. Calculated
values of specihc heats and penetration depths and their temper-
ature variation are in good agreement with experiment. There is
an energy gap for individual-particle excitations which decreases
from about 3.5kT, at T=O'K to zero at T,. Tables of matrix
elements of single-particle operators between the excited-state
superconducting wave functions, useful for perturbation expan-
sions and calculations of transition probabilities, are given.

I. INTRODUCTION
'HE main facts which a theory of superconductivity
must explain are (1) a second-order phase

transition at the critical temperature, T„(2) an elec-
tronic specific heat varying as exp(—Ts/T) near
T=O'K and other evidence for an energy gap for
individual particle-like excitations, (3) the Meissner-
Ochsenfeld effect (B=O), (4) effects associated with
infinite conductivity (E=O), and (5) the dependence
of T, on isotopic mass, T,QM=const. We present
here a theory which accounts for all of these, and in
addition gives good quantitative agreement for specific
heats and penetration depths and their variation with
temperature when evaluated from experimentally
determined parameters of the theory.
When superconductivity was discovered by Onnes'

(1911),and for many years afterwards, it was thought
to consist simply of a vanishing of all electrical re-
sistance below the transition temperature. A major
advance was the discovery of the Meissner eGect'
(1933),which showed that a superconductor is a perfect
diamagnet; magnetic Aux is excluded from all but a
thin penetration region near the surface. Not very long
afterwards (1935), London and London' proposed a
phenomenological theory of the electromagnetic prop-
erties in which the diamagnetic aspects were assumed

*This work was supported in part by the Once of Ordnance
Research, U. S. Army. One of the authors (J. R. Schrieffer) was
aided by a Fellowship from the Corning Glass Works Foundation.
Parts of the paper are based on a thesis submitted by Dr. Schrieffer
in partial fulfillment of the requirements for a Ph.D. degree in
Physics, University of Illinois, 1957.
f Present address: Department of Physics and Astronomy, The

Ohio State University, Columbus, Ohio.
[Present address: Department oi Theoretical Physics, Uni-

versity of Birmingham, Birmingham, England.
'H. K. Onnes, Comm. Phys. Lab. Univ. Leiden, Ãos. 119,

120, 122 (1911).' W. Meissner and R. Ochsenfeld, Naturwiss. 21, 787 (1933).'H. London and F. London, Proc. Roy. Soc. (London) A149,
71 (1935);Physica 2, 341 (1935}.

basic. F. London4 suggested a quantum-theoretic
approach to a theory in which it was assumed that
there is somehow a coherence or rigidity in the super-
conducting state such that the wave functions are not
modified very much when a magnetic Geld is applied.
The concept of coherence has been emphasized by
Pippard, ' who, on the basis of experiments on pene-
tration phenomena, proposed a nonlocal modification
of the London equations in which a coherence distance,
gs, is introduced. One of the authors' r pointed out that
an energy-gap model would most likely lead to the
Pippard version, and we have found this to be true of
the present theory. . Our theory of the diamagnetic
aspects thus follows along the general lines suggested
by London and by Pippard. 7
The Sommerfeld-Bloch individual-particle model

(1928) gives a fairly good description of normal metals,
but fails to account for superconductivity. In this
theory, it is assumed that in first approximation one
may neglect correlations between the positions of the
electrons and assume that each electron moves inde-
pendently in some sort of self-consistent field deter-
mined by the other conduction electrons and the ions.
Wave functions of the metal as a whole are designated
by occupation of Bloch individual-particle states of
energy e(k) defined by wave vector k and spin o", in
the ground state all levels with energies below the
Fermi energy, 8&, are occupied; those above are
unoccupied. Left out of the Bloch model are correlations
between electrons brought about by Coulomb forces
and interactions between electrons and lattice vibrations
(or phonons).

4 F. London, Proc. Roy. Soc. (London) A152, 24 (1935);
Phys. Rev. 74, 562 (1948).' A. B.Pippard, Proc. Roy. Soc. (London) A216, 547 (1953).

6 J. Bardeen, Phys. Rev. 97, 1724 (1955).
7 For a recent review of the theory of superconductivity, which

includes a discussion of the diamagnetic properties, see J.Bardeen,
Eecyclopedia of Physics (Springer-Verlag, Berlin, 1956), Vol. 15,
p. 274.
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energy e(k) defined by wave vector k and spin o", in
the ground state all levels with energies below the
Fermi energy, 8&, are occupied; those above are
unoccupied. Left out of the Bloch model are correlations
between electrons brought about by Coulomb forces
and interactions between electrons and lattice vibrations
(or phonons).

4 F. London, Proc. Roy. Soc. (London) A152, 24 (1935);
Phys. Rev. 74, 562 (1948).' A. B.Pippard, Proc. Roy. Soc. (London) A216, 547 (1953).

6 J. Bardeen, Phys. Rev. 97, 1724 (1955).
7 For a recent review of the theory of superconductivity, which

includes a discussion of the diamagnetic properties, see J.Bardeen,
Eecyclopedia of Physics (Springer-Verlag, Berlin, 1956), Vol. 15,
p. 274.
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A theory of superconductivity is presented, based on the fact
that the interaction between electrons resulting from virtual
exchange of phonons is attractive when the energy difference
between the electrons states involved is less than the phonon
energy, Ace. It is favorable to form a superconducting phase when
this attractive interaction dominates the repulsive screened
Coulomb interaction. The normal phase is described by the Bloch
individual-particle model. The ground state of a superconductor,
formed from a linear combination of normal state configurations
in which electrons are virtually excited in pairs of opposite spin
and momentum, is lower in energy than the normal state by
amount proportional to an average (Ace)', consistent with the
isotope effect. A mutually orthogonal set of excited states in

one-to-one correspondence with those of the normal phase is
obtained by specifying occupation of certain Bloch states and by
using the rest to form a linear combination of virtual pair con-
figurations. The theory yields a second-order phase transition and
a Meissner effect in the form suggested by Pippard. Calculated
values of specihc heats and penetration depths and their temper-
ature variation are in good agreement with experiment. There is
an energy gap for individual-particle excitations which decreases
from about 3.5kT, at T=O'K to zero at T,. Tables of matrix
elements of single-particle operators between the excited-state
superconducting wave functions, useful for perturbation expan-
sions and calculations of transition probabilities, are given.

I. INTRODUCTION
'HE main facts which a theory of superconductivity
must explain are (1) a second-order phase

transition at the critical temperature, T„(2) an elec-
tronic specific heat varying as exp(—Ts/T) near
T=O'K and other evidence for an energy gap for
individual particle-like excitations, (3) the Meissner-
Ochsenfeld effect (B=O), (4) effects associated with
infinite conductivity (E=O), and (5) the dependence
of T, on isotopic mass, T,QM=const. We present
here a theory which accounts for all of these, and in
addition gives good quantitative agreement for specific
heats and penetration depths and their variation with
temperature when evaluated from experimentally
determined parameters of the theory.
When superconductivity was discovered by Onnes'

(1911),and for many years afterwards, it was thought
to consist simply of a vanishing of all electrical re-
sistance below the transition temperature. A major
advance was the discovery of the Meissner eGect'
(1933),which showed that a superconductor is a perfect
diamagnet; magnetic Aux is excluded from all but a
thin penetration region near the surface. Not very long
afterwards (1935), London and London' proposed a
phenomenological theory of the electromagnetic prop-
erties in which the diamagnetic aspects were assumed

*This work was supported in part by the Once of Ordnance
Research, U. S. Army. One of the authors (J. R. Schrieffer) was
aided by a Fellowship from the Corning Glass Works Foundation.
Parts of the paper are based on a thesis submitted by Dr. Schrieffer
in partial fulfillment of the requirements for a Ph.D. degree in
Physics, University of Illinois, 1957.
f Present address: Department of Physics and Astronomy, The

Ohio State University, Columbus, Ohio.
[Present address: Department oi Theoretical Physics, Uni-

versity of Birmingham, Birmingham, England.
'H. K. Onnes, Comm. Phys. Lab. Univ. Leiden, Ãos. 119,

120, 122 (1911).' W. Meissner and R. Ochsenfeld, Naturwiss. 21, 787 (1933).'H. London and F. London, Proc. Roy. Soc. (London) A149,
71 (1935);Physica 2, 341 (1935}.

basic. F. London4 suggested a quantum-theoretic
approach to a theory in which it was assumed that
there is somehow a coherence or rigidity in the super-
conducting state such that the wave functions are not
modified very much when a magnetic Geld is applied.
The concept of coherence has been emphasized by
Pippard, ' who, on the basis of experiments on pene-
tration phenomena, proposed a nonlocal modification
of the London equations in which a coherence distance,
gs, is introduced. One of the authors' r pointed out that
an energy-gap model would most likely lead to the
Pippard version, and we have found this to be true of
the present theory. . Our theory of the diamagnetic
aspects thus follows along the general lines suggested
by London and by Pippard. 7
The Sommerfeld-Bloch individual-particle model

(1928) gives a fairly good description of normal metals,
but fails to account for superconductivity. In this
theory, it is assumed that in first approximation one
may neglect correlations between the positions of the
electrons and assume that each electron moves inde-
pendently in some sort of self-consistent field deter-
mined by the other conduction electrons and the ions.
Wave functions of the metal as a whole are designated
by occupation of Bloch individual-particle states of
energy e(k) defined by wave vector k and spin o", in
the ground state all levels with energies below the
Fermi energy, 8&, are occupied; those above are
unoccupied. Left out of the Bloch model are correlations
between electrons brought about by Coulomb forces
and interactions between electrons and lattice vibrations
(or phonons).

4 F. London, Proc. Roy. Soc. (London) A152, 24 (1935);
Phys. Rev. 74, 562 (1948).' A. B.Pippard, Proc. Roy. Soc. (London) A216, 547 (1953).

6 J. Bardeen, Phys. Rev. 97, 1724 (1955).
7 For a recent review of the theory of superconductivity, which

includes a discussion of the diamagnetic properties, see J.Bardeen,
Eecyclopedia of Physics (Springer-Verlag, Berlin, 1956), Vol. 15,
p. 274.
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A theory of superconductivity is presented, based on the fact
that the interaction between electrons resulting from virtual
exchange of phonons is attractive when the energy difference
between the electrons states involved is less than the phonon
energy, Ace. It is favorable to form a superconducting phase when
this attractive interaction dominates the repulsive screened
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formed from a linear combination of normal state configurations
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a Meissner effect in the form suggested by Pippard. Calculated
values of specihc heats and penetration depths and their temper-
ature variation are in good agreement with experiment. There is
an energy gap for individual-particle excitations which decreases
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T=O'K and other evidence for an energy gap for
individual particle-like excitations, (3) the Meissner-
Ochsenfeld effect (B=O), (4) effects associated with
infinite conductivity (E=O), and (5) the dependence
of T, on isotopic mass, T,QM=const. We present
here a theory which accounts for all of these, and in
addition gives good quantitative agreement for specific
heats and penetration depths and their variation with
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determined parameters of the theory.
When superconductivity was discovered by Onnes'
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to consist simply of a vanishing of all electrical re-
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thin penetration region near the surface. Not very long
afterwards (1935), London and London' proposed a
phenomenological theory of the electromagnetic prop-
erties in which the diamagnetic aspects were assumed

*This work was supported in part by the Once of Ordnance
Research, U. S. Army. One of the authors (J. R. Schrieffer) was
aided by a Fellowship from the Corning Glass Works Foundation.
Parts of the paper are based on a thesis submitted by Dr. Schrieffer
in partial fulfillment of the requirements for a Ph.D. degree in
Physics, University of Illinois, 1957.
f Present address: Department of Physics and Astronomy, The

Ohio State University, Columbus, Ohio.
[Present address: Department oi Theoretical Physics, Uni-

versity of Birmingham, Birmingham, England.
'H. K. Onnes, Comm. Phys. Lab. Univ. Leiden, Ãos. 119,

120, 122 (1911).' W. Meissner and R. Ochsenfeld, Naturwiss. 21, 787 (1933).'H. London and F. London, Proc. Roy. Soc. (London) A149,
71 (1935);Physica 2, 341 (1935}.

basic. F. London4 suggested a quantum-theoretic
approach to a theory in which it was assumed that
there is somehow a coherence or rigidity in the super-
conducting state such that the wave functions are not
modified very much when a magnetic Geld is applied.
The concept of coherence has been emphasized by
Pippard, ' who, on the basis of experiments on pene-
tration phenomena, proposed a nonlocal modification
of the London equations in which a coherence distance,
gs, is introduced. One of the authors' r pointed out that
an energy-gap model would most likely lead to the
Pippard version, and we have found this to be true of
the present theory. . Our theory of the diamagnetic
aspects thus follows along the general lines suggested
by London and by Pippard. 7
The Sommerfeld-Bloch individual-particle model

(1928) gives a fairly good description of normal metals,
but fails to account for superconductivity. In this
theory, it is assumed that in first approximation one
may neglect correlations between the positions of the
electrons and assume that each electron moves inde-
pendently in some sort of self-consistent field deter-
mined by the other conduction electrons and the ions.
Wave functions of the metal as a whole are designated
by occupation of Bloch individual-particle states of
energy e(k) defined by wave vector k and spin o", in
the ground state all levels with energies below the
Fermi energy, 8&, are occupied; those above are
unoccupied. Left out of the Bloch model are correlations
between electrons brought about by Coulomb forces
and interactions between electrons and lattice vibrations
(or phonons).

4 F. London, Proc. Roy. Soc. (London) A152, 24 (1935);
Phys. Rev. 74, 562 (1948).' A. B.Pippard, Proc. Roy. Soc. (London) A216, 547 (1953).

6 J. Bardeen, Phys. Rev. 97, 1724 (1955).
7 For a recent review of the theory of superconductivity, which

includes a discussion of the diamagnetic properties, see J.Bardeen,
Eecyclopedia of Physics (Springer-Verlag, Berlin, 1956), Vol. 15,
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is the Cooper pair wavefunction in momentum space with C a constant and ⇠k ⌘ ~2k2/2m� EF .
Even after re-writing (3) using the much more convenient (when there are many-particles) second quan-

tized notation (here |0i is the vacuum state with no particles),

 N =
X

k1

· · ·
X

kN/2

g(k1) · · · g(kN/2)a
†
k1"a

†
�k1# · · · a

†
kN/2"a

†
�kN/2#|0i, (5)

it is still di�cult to use this wavefunction to do any calculations. Instead, BCS took as their wavefunction1

 =
Y

k=k1,··· ,kN/2

⇣
uk + vka

†
k"a

†
�k#

⌘
|0i, (6)

where uk and vk are the Bogoliubov coherence factors, obeying

vk

uk
= g(k), u

2
k + v

2
k = 1. (7)

These factors ensure the wavefunction is normalized:  † = 1.
We have dropped the subscript N on the many-body wavefunction (6) since it no longer describes a state

with a well-defined number of particles! This is the price that has to be paid for using a vastly simplified
wavefunction. However, as BCS argued in their paper, the root-mean square deviation

p
h(N � N̄)2i of the

number of particles from the mean number N̄ is small, on the order of
p
N and in this way, is analogous

to using the grand canonical formulation of thermodynamics. We will go through the algebra in class so
I’ll just give the results leading to this conclusion here (Tinkham also goes through the algebra in Ch.3.3):
Defining N =

P
p�ha†p�ap�i and using (6) to evaluate the expectation value h· · · i, one finds

N̄ = 2
X

k

v
2
k, h(N � N̄)2i = 4

X

k

u
2
kv

2
k. (8)

The right-hand sides of both these expressions are extensive, / L
3, the system volume, and we arrive at the

conclusion we stated earlier: the r.m.s. deviation in the number of particles varies as
p
L3 /

p
N and hence,

becomes irrelevant in the limit of large particle numbers.

3 Variational calculation of the coherence factors uk and vk

So far we have just written down a trial wavefunction, (6), and have yet to determine the coherence factors uk

and vk. Note that we cannot simply use Cooper’s result (4) in conjunction with the normalization criteria
(7) since the former was the result of a two-body calculation. While we do not expect the many-body
calculation (carried out at the mean-field level at least) to lead to a qualitatively di↵erent result, we do
expect significant quantitative changes. Following BCS, we will derive expressions for uk and vk by using
the BCS wavefunction (6) to evaluate the ground state energy of the system. We can then derive the form
for uk and vk by requiring that they be chosen to minimize this energy.

We start by writing down the so-called pairing (sometimes just BCS) hamiltonian

K = H � µN =
X

k�

⇠ka
†
k�ak� +

X

k,k0

Vk,k0a
†
k"a

†
�k#a�k0#ak0". (9)

with ⇠k = ~2k2/2m � µ (while the chemical potential µ is essentially equal to the Fermi energy at weak-
coupling, we will use the chemical potential from hereon). The expectation value of this quantity is (at T = 0)
the grand-canonical thermodynamic potential ⌦ = hKi = E�µN . The only approximation made in writing
down this hamiltonian is that an integration over an additional momentum index has been dropped in the

1According to Schrie↵er, he was riding the New York subway in the winter of 1957 when he formulated this wavefunction.
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a completely filled Fermi sea, i.e. the T = 0 non-interacting electron gas, a
ground state with no electron or hole excitations.

Even though these pair operators do not obey Bose commutation laws
[
P̂+

k , P̂k

]
!= 1 (4.31)

they do commute with each other. It is easy to confirm that
[
P̂+

k , P̂+
k′

]
= 0 (4.32)

for different k points, k != k′. On the other hand, for the same k point,
bfk = k′, the product P̂+

k P̂+
k contains four electron creation operators for

the same k point,

P̂+
k P̂+

k = c+
k↑c

+
−k↓c

+
k↑c

+
−k↓ = 0, (4.33)

and it is therefore always zero because c+
k↑c

+
k↑ = 0. It will also be useful to

note that this implies (
P̂+

k

)2
= 0. (4.34)

Using the fact that these operators commute we can rewrite the coherent
state in Eq. 4.30 as as a product of exponentials, one for each k point,

|ΨBCS〉 = const.
∏

k

exp (αk)P̂+
k )|0〉 (4.35)

Then, using property, Eq. 4.34, we can also expand out each of the operator
exponentials. In the expansion of all terms containing P̂+

k to quadratic or
higher powers are zero. Therefore we obtain

|ΨBCS〉 = const.
∏

k

(
1 + αkP̂+

k

)
)|0〉. (4.36)

The normalizing constant is found from

1 = 〈0|
(
1 + α∗

kP̂k

)(
1 + αkP̂+

k

)
|0〉 = 1 + |αk|2. (4.37)

So we can finally write the normalized BCS state as

|ΨBCS〉 =
∏

k

(
uk + vkP̂+

k

)
)|0〉 (4.38)

where

uk =
1

1 + |αk|2
(4.39)

vk =
αk

1 + |αk|2
(4.40)

and where
|uk|2 + |vk|2 = 1. (4.41)

Notice that the constants αk can be any complex numbers, as is usual
in a coherent state. Therefore we can associate a complex phase angle θ

Coherent (macroscopic) state

Phys 735 Superconductivity Lecture 8 & 9 - Oct. 2 & 6, 2013

BCS theory 1: Ground-state properties
Lecturer: Ed Taylor

1 Hints of BCS from Cooper’s pairing theory

In the last lecture we reproduced Cooper’s calculation showing that a degenerate Fermi gas is unstable
towards the formation of bound pairs for arbitrarily small attractive interactions [1]. This was clearly a
major step towards a full theory of superconductivity since the existence of bound states can in principle
provide an explanation for the empirically observed energy gap in spectrum of elementary excitations: In
order to excite an electron from below the Fermi surface to above, one must break the Cooper pair. The
binding energy

E ' �2~!De
�2/N(0)V (1)

of the Cooper pair thus provides the energy gap. It makes sense then that superconductivity can be under-
stood as arising from a macroscopic number of Cooper pairs. Moreover, as we now argue, there must be a
Bose-Einstein condensate of Cooper pairs.

Recall that (1) is the energy of a bound pair of electrons with zero centre-of-mass momentum. It’s not hard
to imagine that Cooper pairs with non-zero centre-of-mass momenta ~Q have their energies Doppler shifted:
E ! E + QkF /2m + Q

2
/8m (kF since the Cooper pairs arise at the Fermi surface). If there is a thermal

distribution of such momenta, it’s not hard to imagine that the energy “gap” E becomes smeared out. In
order for there to be a measurable energy gap manifesting itself in quantities such as the specific heat (Lecture
2), the Cooper pairs must all have a very small momentum. Such a state of a↵airs can happen if they Bose
condense and a macroscopic number of Cooper pairs form with zero centre-of-mass momentum. The resulting
many-body wavefunction is simply an antisymmetrized product of two-body Cooper pair wavefunctions (A
is the antisymmetrization operator, generating every permutation of the particle coordinates and spin ", #
while assigning a factor of �1 for each transposition)

 N (r1, r2, · · · , rN ) = A (r1, r2) (r3, r4) · · · (rN�1, rN )(1 ")(2 #)(3 ")(4 #) · · · (N � 1 ")(N #). (2)

That’s it! That’s BCS theory in a nutshell. Of course, the algebra showing that this wavefunction explains
the experimental properties of superconductors is non-trivial. However, it’s just algebra. The crucial idea
underpinning BCS is shown in this expression. In the next few lectures we will go through the algebra leading
from (2) to experimental observables such as the energy. Good references include Chapter 3 in Tinkham
and Chapter 4 of de Gennes’ book, Superconductivity of metals and alloys.

2 The BCS wavefunction

After Cooper published his calculation (remember, essentially a two-body result), the greatest challenge faced
by John Bardeen, Leon Cooper, and John Robert Schrie↵er in formulating a theory of superconductivity was
how to generalize Cooper’s result to consider the situation where there is a macroscopic number of Cooper
pairs. Although (2) looks simple, it’s not very useful for the purpose of calculations. Once it’s Fourier
transformed into momentum space (much easier for calculating quantities such as energies), it becomes

 N =
X

k1

· · ·
X

kN/2

g(k1) · · · g(kN/2)Ae
ik1·(r1�r2) · · · eikN�1·(r1�rN )(1 ")(2 #)(3 ")(4 #) · · · (N � 1 ")(N #). (3)

Recall from last lecture that

g(k) =
C

2⇠k � E
(4)

1
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is the Cooper pair wavefunction in momentum space with C a constant and ⇠k ⌘ ~2k2/2m� EF .
Even after re-writing (3) using the much more convenient (when there are many-particles) second quan-

tized notation (here |0i is the vacuum state with no particles),
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†
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it is still di�cult to use this wavefunction to do any calculations. Instead, BCS took as their wavefunction1

 =
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†
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†
�k#
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|0i, (6)

where uk and vk are the Bogoliubov coherence factors, obeying

vk

uk
= g(k), u

2
k + v

2
k = 1. (7)

These factors ensure the wavefunction is normalized:  † = 1.
We have dropped the subscript N on the many-body wavefunction (6) since it no longer describes a state

with a well-defined number of particles! This is the price that has to be paid for using a vastly simplified
wavefunction. However, as BCS argued in their paper, the root-mean square deviation

p
h(N � N̄)2i of the

number of particles from the mean number N̄ is small, on the order of
p
N and in this way, is analogous

to using the grand canonical formulation of thermodynamics. We will go through the algebra in class so
I’ll just give the results leading to this conclusion here (Tinkham also goes through the algebra in Ch.3.3):
Defining N =

P
p�ha†p�ap�i and using (6) to evaluate the expectation value h· · · i, one finds
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The right-hand sides of both these expressions are extensive, / L
3, the system volume, and we arrive at the

conclusion we stated earlier: the r.m.s. deviation in the number of particles varies as
p
L3 /

p
N and hence,

becomes irrelevant in the limit of large particle numbers.

3 Variational calculation of the coherence factors uk and vk

So far we have just written down a trial wavefunction, (6), and have yet to determine the coherence factors uk

and vk. Note that we cannot simply use Cooper’s result (4) in conjunction with the normalization criteria
(7) since the former was the result of a two-body calculation. While we do not expect the many-body
calculation (carried out at the mean-field level at least) to lead to a qualitatively di↵erent result, we do
expect significant quantitative changes. Following BCS, we will derive expressions for uk and vk by using
the BCS wavefunction (6) to evaluate the ground state energy of the system. We can then derive the form
for uk and vk by requiring that they be chosen to minimize this energy.

We start by writing down the so-called pairing (sometimes just BCS) hamiltonian

K = H � µN =
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⇠ka
†
k�ak� +

X

k,k0

Vk,k0a
†
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†
�k#a�k0#ak0". (9)

with ⇠k = ~2k2/2m � µ (while the chemical potential µ is essentially equal to the Fermi energy at weak-
coupling, we will use the chemical potential from hereon). The expectation value of this quantity is (at T = 0)
the grand-canonical thermodynamic potential ⌦ = hKi = E�µN . The only approximation made in writing
down this hamiltonian is that an integration over an additional momentum index has been dropped in the

1According to Schrie↵er, he was riding the New York subway in the winter of 1957 when he formulated this wavefunction.
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a completely filled Fermi sea, i.e. the T = 0 non-interacting electron gas, a
ground state with no electron or hole excitations.

Even though these pair operators do not obey Bose commutation laws
[
P̂+

k , P̂k

]
!= 1 (4.31)

they do commute with each other. It is easy to confirm that
[
P̂+

k , P̂+
k′

]
= 0 (4.32)

for different k points, k != k′. On the other hand, for the same k point,
bfk = k′, the product P̂+

k P̂+
k contains four electron creation operators for

the same k point,

P̂+
k P̂+

k = c+
k↑c

+
−k↓c

+
k↑c

+
−k↓ = 0, (4.33)

and it is therefore always zero because c+
k↑c

+
k↑ = 0. It will also be useful to

note that this implies (
P̂+

k

)2
= 0. (4.34)

Using the fact that these operators commute we can rewrite the coherent
state in Eq. 4.30 as as a product of exponentials, one for each k point,

|ΨBCS〉 = const.
∏

k

exp (αk)P̂+
k )|0〉 (4.35)

Then, using property, Eq. 4.34, we can also expand out each of the operator
exponentials. In the expansion of all terms containing P̂+

k to quadratic or
higher powers are zero. Therefore we obtain

|ΨBCS〉 = const.
∏

k

(
1 + αkP̂+

k

)
)|0〉. (4.36)

The normalizing constant is found from

1 = 〈0|
(
1 + α∗

kP̂k

)(
1 + αkP̂+

k

)
|0〉 = 1 + |αk|2. (4.37)

So we can finally write the normalized BCS state as

|ΨBCS〉 =
∏

k

(
uk + vkP̂+

k

)
)|0〉 (4.38)

where

uk =
1

1 + |αk|2
(4.39)

vk =
αk

1 + |αk|2
(4.40)

and where
|uk|2 + |vk|2 = 1. (4.41)

Notice that the constants αk can be any complex numbers, as is usual
in a coherent state. Therefore we can associate a complex phase angle θ

Coherent (macroscopic) state

Phys 735 Superconductivity Lecture 8 & 9 - Oct. 2 & 6, 2013

BCS theory 1: Ground-state properties
Lecturer: Ed Taylor

1 Hints of BCS from Cooper’s pairing theory

In the last lecture we reproduced Cooper’s calculation showing that a degenerate Fermi gas is unstable
towards the formation of bound pairs for arbitrarily small attractive interactions [1]. This was clearly a
major step towards a full theory of superconductivity since the existence of bound states can in principle
provide an explanation for the empirically observed energy gap in spectrum of elementary excitations: In
order to excite an electron from below the Fermi surface to above, one must break the Cooper pair. The
binding energy

E ' �2~!De
�2/N(0)V (1)

of the Cooper pair thus provides the energy gap. It makes sense then that superconductivity can be under-
stood as arising from a macroscopic number of Cooper pairs. Moreover, as we now argue, there must be a
Bose-Einstein condensate of Cooper pairs.

Recall that (1) is the energy of a bound pair of electrons with zero centre-of-mass momentum. It’s not hard
to imagine that Cooper pairs with non-zero centre-of-mass momenta ~Q have their energies Doppler shifted:
E ! E + QkF /2m + Q

2
/8m (kF since the Cooper pairs arise at the Fermi surface). If there is a thermal

distribution of such momenta, it’s not hard to imagine that the energy “gap” E becomes smeared out. In
order for there to be a measurable energy gap manifesting itself in quantities such as the specific heat (Lecture
2), the Cooper pairs must all have a very small momentum. Such a state of a↵airs can happen if they Bose
condense and a macroscopic number of Cooper pairs form with zero centre-of-mass momentum. The resulting
many-body wavefunction is simply an antisymmetrized product of two-body Cooper pair wavefunctions (A
is the antisymmetrization operator, generating every permutation of the particle coordinates and spin ", #
while assigning a factor of �1 for each transposition)

 N (r1, r2, · · · , rN ) = A (r1, r2) (r3, r4) · · · (rN�1, rN )(1 ")(2 #)(3 ")(4 #) · · · (N � 1 ")(N #). (2)

That’s it! That’s BCS theory in a nutshell. Of course, the algebra showing that this wavefunction explains
the experimental properties of superconductors is non-trivial. However, it’s just algebra. The crucial idea
underpinning BCS is shown in this expression. In the next few lectures we will go through the algebra leading
from (2) to experimental observables such as the energy. Good references include Chapter 3 in Tinkham
and Chapter 4 of de Gennes’ book, Superconductivity of metals and alloys.

2 The BCS wavefunction

After Cooper published his calculation (remember, essentially a two-body result), the greatest challenge faced
by John Bardeen, Leon Cooper, and John Robert Schrie↵er in formulating a theory of superconductivity was
how to generalize Cooper’s result to consider the situation where there is a macroscopic number of Cooper
pairs. Although (2) looks simple, it’s not very useful for the purpose of calculations. Once it’s Fourier
transformed into momentum space (much easier for calculating quantities such as energies), it becomes

 N =
X

k1

· · ·
X

kN/2

g(k1) · · · g(kN/2)Ae
ik1·(r1�r2) · · · eikN�1·(r1�rN )(1 ")(2 #)(3 ")(4 #) · · · (N � 1 ")(N #). (3)

Recall from last lecture that

g(k) =
C

2⇠k � E
(4)

1
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METALLIC HYDROGEN' A HIGH- TEMPERATURE SUPERCONDUCTOR'~

¹ W. Ashcroft
Laboratory of Atomic and Solid State Physics, Cornell University, Ithaca, New York 14850

(Received 3 May 1968)

Application of the BCS theory to the proposed metallic modification of hydrogen sug-
gests that it wQl be a high-temperature superconductor. This prediction has interesting
astrophysical consequences, as well as implications for the possible development of a
superconductor for use at elevated temperatures.

It is well known that the alkali metals (3.2 & rs
&5.7) are thought to have no superconducting
transition, at least within the range of low tem-
peratures currently available. In the standard
weak-coupling BCS' expression for the transition
temperature,

T' =0.85e exp( —I/N V),
C

the parameter N, V in Na and K (for example) is
found to be nearly zero. The cancellation be-
bveen electron-phonon- and electron-electron-
derived terms is almost complete (and in some
cases overcomplete), and combined with their
low Debye temperatures (BD) this leads to near
vanishing transition temperatures. Now in terms
of the parameter &'= 1/na0kF= 0 166r~. we may
write NpV for a metal of valence Z as

0 (p2 (I/4g)2/s y2(i/4g)2/s

A2+ 1
(1/4Z)"'(A'+ 1) A.

'
where the actual sound velocity has been written
&s = o(&m/3M)"'&F for metals with ionic mass
M and Fermi velocity vF. In (1) the term arising
from electron-phonon coupling includes normal
and umklapp processes and both have been calcu-
lated in the rigid-ion approximation with Thomas-
Fermi screened point-ion potentials. ' The um-
klapp contribution to (1) follows from a sugges-
tion by Pines' and is probably an underestimate.
Cancellation of the screened electron-electron-
and electron-phonon-derived terms in NpV for
the monovalent (&=1) metals is largely a result
of their r~ range in combination with the fact that
the observed & values are close to l.
The (so far hypotheical) metallic phase of hy-

drogen' has a zero-pressure density' correspond-
ing to an r value of about 1.6. Its compressibil-
ity at this density has been calculated by the
methods of Ashcroft and Langreth, and yields a
value for the longitudinal sound velocity vs = 1.6
x10' cm/sec; this compares reasonably well

with the Bohm-Staver result v~ = (m/3M)"'vF
=3.5x 10' cm/sec, thereby giving for o the value
0.45. For the sake of comparison, values of &
for Na, K, Al, and Pb are, respectively, ' 0.82,
1.00, 0.51, and 0.53.
The sound velocity in metallic hydrogen is sub-

stantial: Coupled with a light ionic mass the cor-
responding Debye temperature is eD= 3.5~103'K.
Substitution of the various quantities involved in-
to (1) gives 0.25 as a reasonable lower limit on
&pV.' We note that if metallic hydrogen exists
in a close-packed phase (e.g. , hcp or fcc) the
screened point-ion potential is large enough for
significant zone contact with the Fermi surface
to occur. This will increase the umklapp contri-
bution already underestimated in (1). In any case
the value of T~ is substantial: Calculations of
the K value indicate that if metallic hydrogen re-
mains a superconductor for xz &1.6, it probably
becomes of the type-II class. It is also worth
pointing out that a form of metallic hydrogen
based on the known stable chemical entity H,+

(as metallic ion) is metastable at an rs value of
about 3.2. This is probably not superconducting
for the reasons mentioned above, although the
Debye temperature (about 1.25x10"K) is consid-
erably higher than those found in tha alkali met-
als.
If the BCS prediction is correct" then two im-

portant consequences follow. First, in the field
of astrophysics interest immediately centers on
stars and planets whose composition is predomi-
nantly hydrogen. Jupiter is an example in the lat-
ter category and in addition it is known~ to have
a low temperature (100-200'K) and a substantial
magnetic field. Calculations of De Marcus'~'
show the intensity of hydrogen to range from
about 0.1 at the surface to about 5 g/cm' (rs -0.8)
near the center. This suggests that if indeed the
bulk of the planet is composed of hydrogen in the
metallic state, part of it may also be in a super-
conducting state, and the association of magnetic
fields with, for example, persistent currents
may be of some significance.

1748
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0 (p2 (I/4g)2/s y2(i/4g)2/s

A2+ 1
(1/4Z)"'(A'+ 1) A.

'
where the actual sound velocity has been written
&s = o(&m/3M)"'&F for metals with ionic mass
M and Fermi velocity vF. In (1) the term arising
from electron-phonon coupling includes normal
and umklapp processes and both have been calcu-
lated in the rigid-ion approximation with Thomas-
Fermi screened point-ion potentials. ' The um-
klapp contribution to (1) follows from a sugges-
tion by Pines' and is probably an underestimate.
Cancellation of the screened electron-electron-
and electron-phonon-derived terms in NpV for
the monovalent (&=1) metals is largely a result
of their r~ range in combination with the fact that
the observed & values are close to l.
The (so far hypotheical) metallic phase of hy-

drogen' has a zero-pressure density' correspond-
ing to an r value of about 1.6. Its compressibil-
ity at this density has been calculated by the
methods of Ashcroft and Langreth, and yields a
value for the longitudinal sound velocity vs = 1.6
x10' cm/sec; this compares reasonably well

with the Bohm-Staver result v~ = (m/3M)"'vF
=3.5x 10' cm/sec, thereby giving for o the value
0.45. For the sake of comparison, values of &
for Na, K, Al, and Pb are, respectively, ' 0.82,
1.00, 0.51, and 0.53.
The sound velocity in metallic hydrogen is sub-

stantial: Coupled with a light ionic mass the cor-
responding Debye temperature is eD= 3.5~103'K.
Substitution of the various quantities involved in-
to (1) gives 0.25 as a reasonable lower limit on
&pV.' We note that if metallic hydrogen exists
in a close-packed phase (e.g. , hcp or fcc) the
screened point-ion potential is large enough for
significant zone contact with the Fermi surface
to occur. This will increase the umklapp contri-
bution already underestimated in (1). In any case
the value of T~ is substantial: Calculations of
the K value indicate that if metallic hydrogen re-
mains a superconductor for xz &1.6, it probably
becomes of the type-II class. It is also worth
pointing out that a form of metallic hydrogen
based on the known stable chemical entity H,+

(as metallic ion) is metastable at an rs value of
about 3.2. This is probably not superconducting
for the reasons mentioned above, although the
Debye temperature (about 1.25x10"K) is consid-
erably higher than those found in tha alkali met-
als.
If the BCS prediction is correct" then two im-

portant consequences follow. First, in the field
of astrophysics interest immediately centers on
stars and planets whose composition is predomi-
nantly hydrogen. Jupiter is an example in the lat-
ter category and in addition it is known~ to have
a low temperature (100-200'K) and a substantial
magnetic field. Calculations of De Marcus'~'
show the intensity of hydrogen to range from
about 0.1 at the surface to about 5 g/cm' (rs -0.8)
near the center. This suggests that if indeed the
bulk of the planet is composed of hydrogen in the
metallic state, part of it may also be in a super-
conducting state, and the association of magnetic
fields with, for example, persistent currents
may be of some significance.
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But hydrogen is (always) an insulator
where is the metal?



1. Controlled nuclear fusion. 
2. High-temperature and room-temperature superconductivity (HTSC and RTSC). 
3. Metallic hydrogen. Other exotic substances. 
4. Two-dimensional electron liquid (anomalous Hall effect and other efsfects). 
5. Some questions of solid-state physics (heterostructures in semiconductors, quantum wells and 
dots, metal – dielectric transitions, charge and spin density waves, mesoscopics). 
… 
7. Surface physics. Clusters. 
8. Liquid crystals. Ferroelectrics. Ferrotoroics. 
9. Fullerenes. Nanotubes. 
10. The behavior of matter in superstrong magnetic fields. 
11. Nonlinear physics. Turbulence. Solitons. Chaos. Strange attractors. 
12. X-ray lasers, gamma-ray lasers, superhigh-power lasers. 
13. Superheavy elements. Exotic nuclei. 
…. 
22. Gravitational waves and their detection. 
…. 
27 The problem of dark matter (hidden mass) and its detection.

ON SUPERCONDUCTIVITY AND 
SUPERFLUIDITY

Nobel Lecture, December 8, 2003

by

Vitaly L. Ginzburg

P. N. Lebedev Physics Institute, Russian Academy of Sciences, Moscow, Russia.

INTRODUCTION

First of all I would like to express my heartfelt gratitude to the Royal Swedish
Academy of Sciences and its Nobel Committee for physics for awarding me
the 2003 Nobel Prize in physics. I am well aware of how difficult it is to select
no more than three Laureates out of the far greater number of nominees. So
all the more valuable is this award. Personally, I have two additional motives
for appreciating the award of the Prize. First, I am already 87, the Nobel Prize
is not awarded posthumously, and posthumous recognition is not all that sig-
nificant to me since I am an atheist. Second, the 1958 and 1962 Nobel Prizes
were awarded respectively to Igor’ Evgen’evich Tamm and Lev Davidovich
Landau. Outside of high school, the notion of a teacher is very relative and is
quite often applied by formal criteria: for instance, it is applied to the super-
visor in the preparation of a thesis. But I believe that the title real teacher can
appropriately be given only to those who have made the greatest impact on
your work and whose example you have followed. Tamm and Landau were
precisely these kind of people for me. I feel particularly pleased, because in a
sense I have justified their good attitude toward me. Of course, the reason lies
not with the Prize itself, but with the fact that my receiving the award after
them signifies following their path.

Now about the Nobel Lecture. It is the custom, I do not know whether by
rule or natural tradition, that the Nobel Lecture is concerned with the work
for which the Prize was awarded. But I am aware of at least one exception.
P.L. Kapitza was awarded the 1978 Prize for “his basic inventions and discov-
eries in the area of low-temperature physics’’. But Kapitza’s Lecture was entitled
“Plasma and the Controlled Thermonuclear Reactions’’. He justified his
choice of the topic as follows: he had worked in the field of low-temperature
physics many years before he had been awarded the Prize and he believed it
would be more interesting to speak of what he was currently engaged in. That
is why P.L. Kapitza spoke of his efforts to develop a fusion reactor employing
high-frequency electromagnetic fields. By the way, this path has not led to suc-
cess, which is insignificant in the present context.

I have not forgotten my “pioneering contributions to the theory of super-
conductors and superfluids’’ for which I have received the Prize, but I would
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This paper deals with the ground state of an interacting electron gas in an external potential v(r). It is
proved that there exists a universal functional of the density, Ft I(r) g, independent of v(r), such that the ex-
pression E—=fs(r)n (r)dr+Ft I(r)j has as its minimum value the correct ground-state energy associated with
s(r). The functional FLn(r)j is then discussed for two situations: (1) n(r) @san(r), 8/ao((1, and
(2) a(r) = q (r/ra) with p arbitrary and 1'p ~~.In both cases F can be expressed entirely in terms of the cor-
relation energy and linear and higher order electronic polarizabilities of a uniform electron gas. This approach
also sheds some light on generalized Thomas-Fermi methods and their limitations. Some new extensions of
these methods are presented.

INTRODUCTION
' '
&~IJRING the last decade there has been considerable

progress in understanding the properties of a
homogeneous interacting electron gas. ' The point of
view has been, in general, to regard the electrons as
similar to a collection of noninteracting particles
with the important additional concept of collective
excitations.
On the other hand, there has been in existence since

the 7920's a different approach, represented by the
Thomas-Fermi method' and its re6nements, in which
the electronic density n(r) plays a central role and in
which the system of electrons is pictured more like a
classical liquid. This approach has been useful, up to
now, for simple though crude descriptions of inhomo-
geneous systems like atoms and impurities in nietals.
Lately there have been also some important advances

along this second line of approach, such as the work of
Kompaneets and Pavlovskii, ' Kirzhnits, ' Lewis, ' Baraff
and Borowitz, ' Bara6, ' and DuBois and Kivelson. ' The
present paper represents a contribution in the same area.
In Part I, we develop an exact formal variational

principle for the ground-state energy, in which the den-
sity tz(r) is the variable function. Into this principle
enters a universal functional PLtr(r)), which applies to
all electronic systems in their ground state no matter
what the external potential is. The main objective of
*Supported in part by the U. S. Once of Naval Research.
f NATO Post Doctoral Fellow.
f Guggenheim Fellow.' For a review see, for example, D. Pines, Elementary E'.'xci tati ons

in Solids (W. A. Benjamin Inc. , New York, 1963).' For a review of work up to 1956, see N. H. March, Advan.
Phys. 6, 1 (1957).

A. S. Kompaneets and E. S. Pavlovskii, Zh. Eksperim. i.
Teor. Fiz. 51, 427 (1956) [English transl. : Soviet Phys.—JETP
4, 328 (1957)j.
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7 G. A. BaraG, Phys. Rev. 123, 2087 (1961).'D. F. Du Bois and M. G. Kivelson, Phys. Rev. 127, 1182

(1962).

theoretical considerations is a description of this
functional. Once known, it is relatively easy to deter-
mine the ground-state energy in a given external
potential.
In Part II, we obtain an expression for FLnj when tr

deviates only slightly from uniformity, i.e., n(r)=1'cp
+ts(r), with ts/tss —& 0; In this case FLej is entirely
expressible in terms of the exact ground-state energy
and the exact electronic polarizability n(g) of a uniform
electron gas. This procedure will describe correctly
the long-range Friedel charge oscillations' set up by
a localized perturbation. All previous refinements of the
Thomas-Fermi method have failed to include these.
In Part III we consider the case of a slowly varying,

but +of necessarily almost constant density, tr (r)= p(r/rs), rs —&oo. For this case we derive an expansion
of F)trj in successive orders of rs ' or, equivalently of
the gradient operator V acting on e(r). The expansion
coeKcients are again expressible in terms of the exact
ground-state energy and the exact linear, quadratic,
etc. , electric response functions of a uniform electron
gas to an external potential w(r). In this way we recover,
quite simply, all previously developed refinements of
the Thomas-Fermi method and are able to carry them
somewhat further. Comparison of this case with the
nearly uniform one, discussed in Part II, ,also reveals
why the gradient expansion is intrinsically incapable
of properly describing the Friedel oscillations or the
radial oscillations of the electronic density in an atom
which reQect the electronic shell structure. A partial
summation of the gradient expansion can be carried
out (Sec. III.4), but its usefulness has not yet been
tested.

I. EXACT GENERAL FORMULATION

I. The Density as Basic Variable
Ke shall be considering a collection of an arbitrary

number of electrons, enclosed in a large box and moving

' J. Friedel, Phil. Nag. 45, 155 (1952).
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gas to an external potential w(r). In this way we recover,
quite simply, all previously developed refinements of
the Thomas-Fermi method and are able to carry them
somewhat further. Comparison of this case with the
nearly uniform one, discussed in Part II, ,also reveals
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of properly describing the Friedel oscillations or the
radial oscillations of the electronic density in an atom
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I. EXACT GENERAL FORMULATION

I. The Density as Basic Variable
Ke shall be considering a collection of an arbitrary

number of electrons, enclosed in a large box and moving

' J. Friedel, Phil. Nag. 45, 155 (1952).
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where, instead of the Debye energy, a logarithmic average is
introduced:
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This term corrects for the low energy phonons that are rele-
vant for the superconducting pairing. The McMillan equation
in Allen-Dynes form (66) is the most widely used approach for
the calculation of the superconducting critical temperature from
first principles. One of the aspects that makes it so accurate, in
spite of its formal simplicity, is that in this parameterization
the µ⇤c results to be largely material independent with a typical
value of 0.11. Note that this universality of µ⇤c is only valid for
the McMillan formula. In the original Éliashberg equations the
value of µ⇤c is linked to the cuto↵ frequency !c and it should be
computed from equation 60: Its value may di↵er significantly
from 0.11.

The McMillan approach starts to deviate from the Éliashberg
formulation at very strong coupling (� > 1.5), above which
it tends to saturate underestimating the true critical tempera-
ture. In this regime a more accurate approach was introduced
by Allen and Dynes [250] involving the additional parameter:
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that multiply the right hand side of Eq. (66):
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This extended form of the McMillan equation (Allen-Dynes 2)
is very accurate (see Fig. 14) and for conventional isotropic
superconductors predicts critical temperatures that are usually
identical to those obtained by the solution of the Èliashberg
equations.

3.3. Density functional theory for superconductors

Density functional theory for superconductors (SCDFT) is
an extension of DFT to account for the very peculiar symmetry
breaking that occurs in a superconductor [30, 243]. Proposed in
1988 [32] by Oliveira, Gross and Kohn was later revisited and
extended [251, 33, 34] to merge with the multi-component DFT
of Kreibich and Gross [252] to include nuclear motion. This
version of SCDFT has been extremely successful in predicting
superconductivity in a wide variety of materials [253, 254] and
proved especially useful for the investigation of superconduc-
tivity in high pressure environments [173].

3.3.1. SCDFT Hamiltonian and OGK theorem
The starting point of SCDFT is the non relativistic Hamilto-

nian for interacting electrons and nuclei subjected to external
fields:

H = He + Hen + Hn + Hext, (71)

where e stands for electrons, n for nuclei and ext for external
fields. The electronic Hamiltonian reads as:

He =
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with  the electronic field operators and µ the chemical poten-
tial.

Nuclei need to be considered explicitly (not just as source of
an external potential like in conventional DFT [255]) because in
electron-phonon driven superconductors the ion dynamics pro-
vides an essential part of the superconducting coupling:
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where � are ionic field operator, M the mass of the nuclei and
Z the atomic number (for simplicity we consider monoatomic
systems).

The Hamiltonian needs to include an external symmetry
breaking field [243] that for singlet superconductivity can be
chosen as:

H�ext =

Z
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In addition, one should also add an external field coupling with
the electronic density:

Hvext =
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and an (di↵erent) external field that couples with the nuclei:
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In its modern form [33, 34], SCDFT is based on the three
densities:
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where %0 is the grand canonical density matrix.
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parameters.
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I. INTRODUCTION

One of the great challenges of modern condensed-matter
theory is the prediction of material specific properties of su-
perconductors, such as the critical temperature Tc or the gap
at zero temperature "0. The model of Bardeen, Cooper, and
Schrieffer1 !BCS" successfully describes the universal fea-
tures of superconductors, i.e., those features that all !conven-
tional, weak-coupling" superconductors have in common,
like the universal value of the ratio 2"0 /kBTc. The great
achievement of BCS theory was the microscopic identifica-
tion of the superconducting order parameter which led, after
more than 50 years of struggling, to a microscopic under-
standing of the phenomenon of superconductivity.

BCS theory, however, cannot be considered a predictive
theory in the sense that it would allow the computation of
material-specific properties. Moreover, materials with strong
electron-phonon coupling, such as niobium or lead, are
poorly described by BCS theory. In these strong-coupling
materials, phonon retardation effects play a very important
role. A proper treatment of those effects was developed by
Eliashberg.2,3 His theory can be viewed as a GW
approximation4 in terms of the Nambu-Gorkov5 Green’s
functions. Eliashberg’s theory not only achieves a successful
description of the strong-coupling simple metals like Nb and
Pb, it also provides a convincing explanation of the super-
conducting features of more complex materials such as
MgB2.6

In spite of its tremendous success, Eliashberg theory, in its
practical implementation, has to be considered a semiphe-

nomenological theory. While the electron-phonon interaction
is perfectly accounted for, correlation effects due to the
electron-electron Coulomb repulsion are difficult to handle in
this theory. Those effects are condensed in a single parameter
#*, which represents a measure of the effective electronic
repulsion. Although #* could, in principle, be calculated by
diagrammatic techniques,3 first-principles estimates of #* are
extremely hard to make, and in practice, #* is treated as an
adjustable parameter, usually chosen such that the experi-
mental Tc is reproduced.

The goal of this work is to develop a true ab initio theory
for superconductivity which does not contain any adjustable
parameters. The crucial point is to treat the electron-phonon
interaction and the Coulombic electron-electron repulsion on
the same footing. This is achieved within a density functional
framework.

Density functional theory7–9 !DFT" enjoys enormous
popularity as an electronic-structure method in solid-state
physics, quantum chemistry, and materials science. DFT
combines good accuracy with moderate numerical effort and
is often the method of choice especially for large molecules
and solids with a big unit cell. DFT is based on the
Hohenberg-Kohn7 theorem which ensures a rigorous 1:1 cor-
respondence between the ground-state density and the exter-
nal potential. At finite temperature, the correspondence
holds10 between the density in thermal equilibrium and the
external potential. As a consequence, all physical observ-
ables of an interacting electron system become functionals of
the density. The practical implementation of DFT rests on the
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systems).

The Hamiltonian needs to include an external symmetry
breaking field [243] that for singlet superconductivity can be
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and an (di↵erent) external field that couples with the nuclei:
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In its modern form [33, 34], SCDFT is based on the three
densities:
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where %0 is the grand canonical density matrix.
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where, instead of the Debye energy, a logarithmic average is
introduced:
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This term corrects for the low energy phonons that are rele-
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This extended form of the McMillan equation (Allen-Dynes 2)
is very accurate (see Fig. 14) and for conventional isotropic
superconductors predicts critical temperatures that are usually
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many-body perturbation theory and presented solutions
of the SC Kohn-Sham (KS) system for real SC. The start-
ing point is an approximation for the self-energy. In their
work they use:
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k� (⌥m) , (2)

where ḠKS
k (⌥n) is the Green’s function of the SC Kohn-

Sham system, in Nambu notation27, Wkk� (⌥n) is the
screened Coulomb interaction and ⇥Ph

kk� is the interaction
mediated by phonons. We will indicate objects in Nambu
notation with a bar (for example Ḡ). The components of
the Green’s function read:
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The ⌥n are the fermionic Matsubara frequencies, k is
a combined index k = {nk} containing the band index
and the momentum of the KS electron and ⇤z is the third
Pauli matrix. The normal (Gk) and anomalous (Fk) part
of the Nambu Green’s function are given by:
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where âk (⌃) and â†k are the usual creation and annihila-
tion operators in the Heisenberg picture, T̂ is the time or-
dering operator and ⇤⌅ denotes the thermal average. The
electronic part of the interaction, in the work of Marques
and Lüders, is assumed to be given by the classical (test-
charge to test-charge) screened Coulomb interaction28,
therefore it can be expressed in terms of the dielectric
function ⇧�1:
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where vk1k2 is the bare Coulomb interaction. The in-
teraction mediate by phonons ⇥Ph

kk� (⌥n) depends on the
electron-phonon coupling matrix elements gkk
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A Feynman diagram schematic form for this approxima-
tion is shown in Eq. II. For the two terms we use the
names ⇤̄GW and ⇤̄Ph, respectively.

Exact expresion :
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Ḡ
Once an approximation for the self-energy is fixed,

it is possible to construct the corresponding exchange-
correlation (xc) potential using the Sham-Schlüter con-
nection (see Sec. V for details). A key approximation in
order to reduce the numerical complexity of SCDFT is
the so-called decoupling approximation29 i.e.

�xc
kk� ⇥ �kk��xc

k

that can be interpreted as the exclusion of hybridiza-
tion e�ects between the non SC Kohn-Sham orbitals by
the e�ect of the SC condensation. In this approximation
the electronic KS system can be diagonalized analytically
leading to a self-consistent expression for the pairing po-
tential �xc

k known as the SCDFT gap equation:
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that has the BCS form30. The kernels ZD
k and KC

kk�

depend on the temperature, the interaction matrix el-
ements (wk1k2 ,⇥

Ph
kk�), the single particle KS energies ⇧k

and Ek :=
�

|�k|2 + (⇧k � µ)2. The critical tempera-
tures predicted within this equation agree extremely well
with the experimentally observed ones within the class of
phononic SC12–15,18,21,31,32. However, Eq. 6 fails to de-
scribe high temperature SC5,33, where the SC mechanism
is believed to be related to magnetic interactions.

In the next sections we will see that this fact is actu-
ally not surprising. One assumption in using a dielec-
tric type of electron-electron interaction is that all ver-
tex corrections in the Coulomb part of the self-energy
are completely neglected. As one can see in Eq. II, by
comparing the approximation with its exact counterpart
obtained from Hedin’s equations34. Vertex corrections
can be safely disregarded in the phonon related part of
the self-energy (at least within the domain of validity of
Migdal’s theorem35), but are crucial to account for mag-
netic fluctuation e�ects which will be discussed in the
next sections.

III. EXTENSION OF THE SELF-ENERGY

In this section we will construct a form of the self-
energy containing the relevant processes involved in a
spin-fluctuation-mediated pairing. The e�ective inter-
action will be evaluated in the parent metallic system
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tion operators in the Heisenberg picture, T̂ is the time or-
dering operator and ⇤⌅ denotes the thermal average. The
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where âk (⌃) and â†k are the usual creation and annihila-
tion operators in the Heisenberg picture, T̂ is the time or-
dering operator and ⇤⌅ denotes the thermal average. The
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tion is shown in Eq. II. For the two terms we use the
names ⇤̄GW and ⇤̄Ph, respectively.

Exact expresion :

= . . .+ +
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Once an approximation for the self-energy is fixed,

it is possible to construct the corresponding exchange-
correlation (xc) potential using the Sham-Schlüter con-
nection (see Sec. V for details). A key approximation in
order to reduce the numerical complexity of SCDFT is
the so-called decoupling approximation29 i.e.

�xc
kk� ⇥ �kk��xc

k

that can be interpreted as the exclusion of hybridiza-
tion e�ects between the non SC Kohn-Sham orbitals by
the e�ect of the SC condensation. In this approximation
the electronic KS system can be diagonalized analytically
leading to a self-consistent expression for the pairing po-
tential �xc

k known as the SCDFT gap equation:

�xc
k = ��xc
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tanh
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�Ek�
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that has the BCS form30. The kernels ZD
k and KC

kk�

depend on the temperature, the interaction matrix el-
ements (wk1k2 ,⇥

Ph
kk�), the single particle KS energies ⇧k

and Ek :=
�

|�k|2 + (⇧k � µ)2. The critical tempera-
tures predicted within this equation agree extremely well
with the experimentally observed ones within the class of
phononic SC12–15,18,21,31,32. However, Eq. 6 fails to de-
scribe high temperature SC5,33, where the SC mechanism
is believed to be related to magnetic interactions.

In the next sections we will see that this fact is actu-
ally not surprising. One assumption in using a dielec-
tric type of electron-electron interaction is that all ver-
tex corrections in the Coulomb part of the self-energy
are completely neglected. As one can see in Eq. II, by
comparing the approximation with its exact counterpart
obtained from Hedin’s equations34. Vertex corrections
can be safely disregarded in the phonon related part of
the self-energy (at least within the domain of validity of
Migdal’s theorem35), but are crucial to account for mag-
netic fluctuation e�ects which will be discussed in the
next sections.

III. EXTENSION OF THE SELF-ENERGY

In this section we will construct a form of the self-
energy containing the relevant processes involved in a
spin-fluctuation-mediated pairing. The e�ective inter-
action will be evaluated in the parent metallic system

2

many-body perturbation theory and presented solutions
of the SC Kohn-Sham (KS) system for real SC. The start-
ing point is an approximation for the self-energy. In their
work they use:
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where ḠKS
k (⌥n) is the Green’s function of the SC Kohn-

Sham system, in Nambu notation27, Wkk� (⌥n) is the
screened Coulomb interaction and ⇥Ph

kk� is the interaction
mediated by phonons. We will indicate objects in Nambu
notation with a bar (for example Ḡ). The components of
the Green’s function read:

Ḡk (⌥n) = ⇤z
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Gk (⌥n) Fk (⌥n)
Fk

† (⌥n) Gk
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⇧
. (3)

The ⌥n are the fermionic Matsubara frequencies, k is
a combined index k = {nk} containing the band index
and the momentum of the KS electron and ⇤z is the third
Pauli matrix. The normal (Gk) and anomalous (Fk) part
of the Nambu Green’s function are given by:
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where âk (⌃) and â†k are the usual creation and annihila-
tion operators in the Heisenberg picture, T̂ is the time or-
dering operator and ⇤⌅ denotes the thermal average. The
electronic part of the interaction, in the work of Marques
and Lüders, is assumed to be given by the classical (test-
charge to test-charge) screened Coulomb interaction28,
therefore it can be expressed in terms of the dielectric
function ⇧�1:

Wk1k2 (⌥n) =
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⇧�1
k1k� (⌥n) vk�k2 (4)

where vk1k2 is the bare Coulomb interaction. The in-
teraction mediate by phonons ⇥Ph

kk� (⌥n) depends on the
electron-phonon coupling matrix elements gkk
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phonon frequencies ⌅⇥q:
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A Feynman diagram schematic form for this approxima-
tion is shown in Eq. II. For the two terms we use the
names ⇤̄GW and ⇤̄Ph, respectively.

Exact expresion :
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Once an approximation for the self-energy is fixed,

it is possible to construct the corresponding exchange-
correlation (xc) potential using the Sham-Schlüter con-
nection (see Sec. V for details). A key approximation in
order to reduce the numerical complexity of SCDFT is
the so-called decoupling approximation29 i.e.

�xc
kk� ⇥ �kk��xc

k

that can be interpreted as the exclusion of hybridiza-
tion e�ects between the non SC Kohn-Sham orbitals by
the e�ect of the SC condensation. In this approximation
the electronic KS system can be diagonalized analytically
leading to a self-consistent expression for the pairing po-
tential �xc

k known as the SCDFT gap equation:
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that has the BCS form30. The kernels ZD
k and KC

kk�

depend on the temperature, the interaction matrix el-
ements (wk1k2 ,⇥

Ph
kk�), the single particle KS energies ⇧k

and Ek :=
�

|�k|2 + (⇧k � µ)2. The critical tempera-
tures predicted within this equation agree extremely well
with the experimentally observed ones within the class of
phononic SC12–15,18,21,31,32. However, Eq. 6 fails to de-
scribe high temperature SC5,33, where the SC mechanism
is believed to be related to magnetic interactions.

In the next sections we will see that this fact is actu-
ally not surprising. One assumption in using a dielec-
tric type of electron-electron interaction is that all ver-
tex corrections in the Coulomb part of the self-energy
are completely neglected. As one can see in Eq. II, by
comparing the approximation with its exact counterpart
obtained from Hedin’s equations34. Vertex corrections
can be safely disregarded in the phonon related part of
the self-energy (at least within the domain of validity of
Migdal’s theorem35), but are crucial to account for mag-
netic fluctuation e�ects which will be discussed in the
next sections.

III. EXTENSION OF THE SELF-ENERGY

In this section we will construct a form of the self-
energy containing the relevant processes involved in a
spin-fluctuation-mediated pairing. The e�ective inter-
action will be evaluated in the parent metallic system
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many-body perturbation theory and presented solutions
of the SC Kohn-Sham (KS) system for real SC. The start-
ing point is an approximation for the self-energy. In their
work they use:
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where ḠKS
k (⌥n) is the Green’s function of the SC Kohn-

Sham system, in Nambu notation27, Wkk� (⌥n) is the
screened Coulomb interaction and ⇥Ph

kk� is the interaction
mediated by phonons. We will indicate objects in Nambu
notation with a bar (for example Ḡ). The components of
the Green’s function read:

Ḡk (⌥n) = ⇤z
⌅
Gk (⌥n) Fk (⌥n)
Fk

† (⌥n) Gk
† (⌥n)

⇧
. (3)

The ⌥n are the fermionic Matsubara frequencies, k is
a combined index k = {nk} containing the band index
and the momentum of the KS electron and ⇤z is the third
Pauli matrix. The normal (Gk) and anomalous (Fk) part
of the Nambu Green’s function are given by:
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where âk (⌃) and â†k are the usual creation and annihila-
tion operators in the Heisenberg picture, T̂ is the time or-
dering operator and ⇤⌅ denotes the thermal average. The
electronic part of the interaction, in the work of Marques
and Lüders, is assumed to be given by the classical (test-
charge to test-charge) screened Coulomb interaction28,
therefore it can be expressed in terms of the dielectric
function ⇧�1:

Wk1k2 (⌥n) =
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⇧�1
k1k� (⌥n) vk�k2 (4)

where vk1k2 is the bare Coulomb interaction. The in-
teraction mediate by phonons ⇥Ph

kk� (⌥n) depends on the
electron-phonon coupling matrix elements gkk
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phonon frequencies ⌅⇥q:
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A Feynman diagram schematic form for this approxima-
tion is shown in Eq. II. For the two terms we use the
names ⇤̄GW and ⇤̄Ph, respectively.

Exact expresion :

= . . .+ +
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Once an approximation for the self-energy is fixed,

it is possible to construct the corresponding exchange-
correlation (xc) potential using the Sham-Schlüter con-
nection (see Sec. V for details). A key approximation in
order to reduce the numerical complexity of SCDFT is
the so-called decoupling approximation29 i.e.

�xc
kk� ⇥ �kk��xc

k

that can be interpreted as the exclusion of hybridiza-
tion e�ects between the non SC Kohn-Sham orbitals by
the e�ect of the SC condensation. In this approximation
the electronic KS system can be diagonalized analytically
leading to a self-consistent expression for the pairing po-
tential �xc

k known as the SCDFT gap equation:

�xc
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k ZD
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tanh
⇥
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that has the BCS form30. The kernels ZD
k and KC

kk�

depend on the temperature, the interaction matrix el-
ements (wk1k2 ,⇥

Ph
kk�), the single particle KS energies ⇧k

and Ek :=
�

|�k|2 + (⇧k � µ)2. The critical tempera-
tures predicted within this equation agree extremely well
with the experimentally observed ones within the class of
phononic SC12–15,18,21,31,32. However, Eq. 6 fails to de-
scribe high temperature SC5,33, where the SC mechanism
is believed to be related to magnetic interactions.

In the next sections we will see that this fact is actu-
ally not surprising. One assumption in using a dielec-
tric type of electron-electron interaction is that all ver-
tex corrections in the Coulomb part of the self-energy
are completely neglected. As one can see in Eq. II, by
comparing the approximation with its exact counterpart
obtained from Hedin’s equations34. Vertex corrections
can be safely disregarded in the phonon related part of
the self-energy (at least within the domain of validity of
Migdal’s theorem35), but are crucial to account for mag-
netic fluctuation e�ects which will be discussed in the
next sections.

III. EXTENSION OF THE SELF-ENERGY

In this section we will construct a form of the self-
energy containing the relevant processes involved in a
spin-fluctuation-mediated pairing. The e�ective inter-
action will be evaluated in the parent metallic system
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SC Kohn-Sham (KS) system for real SC. The starting point is
an approximation for the self-energy. In their work they use

!̄k(ωn) ≈
∑

m

∑

k′

Wkk′ (ωn − ωm) ḠKS
k′ (ωm) (1)

+
∑

m

∑

k′

#Ph
kk′ (ωn − ωm) ḠKS

k′ (ωm) , (2)

where ḠKS
k (ωn) is the Green’s function of the SC KS system

in Nambu notation [28], Wkk′ (ωn) is the screened Coulomb
interaction, and #Ph

kk′ is the interaction mediated by phonons.
We indicate objects in Nambu notation with a bar (for example
Ḡ). The components of the Green’s function read

Ḡk (ωn) = τ z
(

Gk (ωn) Fk (ωn)
Fk

† (ωn) Gk
† (ωn)

)
, (3)

where the ωn are the fermionic Matsubara frequencies, k is
a combined index k = {nk} containing the band index and
the momentum of the KS electron, and τ z is the third Pauli
matrix. The normal (Gk) and anomalous (Fk) parts of the
Nambu Green’s function are given by

Gk(ωn) = −
∫ β

0
dτeiωnτ 〈T̂ [âk(τ )â†

k(0)]〉,

Fk(ωn) = −
∫ β

0
dτeiωnτ 〈T̂ [âk(τ )âk(0)]〉,

where âk (τ ) and â
†
k are the usual creation and annihilation

operators in the Heisenberg picture, T̂ is the time ordering
operator, and 〈· · · 〉 denotes the thermal average. The electronic
part of the interaction, in the work of Marques and Lüders,
is assumed to be given by the classical (test charge to test
charge) screened Coulomb interaction [29]; therefore, it can
be expressed in terms of the dielectric function ε−1,

Wk1k2 (ωn) =
∑

k′

ε−1
k1k′ (ωn) vk′k2 , (4)

where vk1k2 is the bare Coulomb interaction. The
interaction mediated by phonons #Ph

kk′ (ωn) depends on
the electron-phonon coupling matrix elements gkk′
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phonon frequencies (λq :
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A Feynman diagram schematic form for this approximation
is shown in Eq. (6). For the two terms we use the names !̄GW

and !̄Ph, respectively:

Exact expresion:

= . . .+ +

Γ̄

Σ ≈ +

ḠKS

ΛPhW

Ḡ

(6)

Once an approximation for the self-energy is fixed, it is
possible to construct the corresponding exchange-correlation
(xc) potential using the Sham-Schlüter connection (see Sec. V
for details). A key approximation in order to reduce the
numerical complexity of SCDFT is the so-called decoupling
approximation [30], i.e.,

+xc
kk′ ≈ δkk′+xc

k ,

which can be interpreted as the exclusion of hybridization
effects between the non-SC KS orbitals by the effect of the SC
condensation. In this approximation the electronic KS system
can be diagonalized analytically, leading to a self-consistent
expression for the pairing potential +xc

k known as the SCDFT
gap equation,

+xc
k = −+xc

k ZD
k −

∑

k′

KC
kk′

tanh
( βEk′

2

)

2Ek′
+xc

k′ , (7)

that has the BCS form [31]. The kernels ZD
k and KC

kk′

depend on the temperature, the interaction matrix ele-
ments

(
wk1k2 ,#

Ph
kk′

)
, the single-particle KS energies εk and

Ek :=
√

|+k|2 + (εk − µ)2. The critical temperatures pre-
dicted within this equation agree extremely well with the
experimentally observed ones within the class of phononic
SC [12–15,18,21,32,33]. However, Eq. (7) fails to describe
hi-Tc SC [5,34], where the SC mechanism is believed to be
related to magnetic interactions.

In the next sections we see that this fact is actually not
surprising. One assumption in using a dielectric type of
electron-electron interaction is that all vertex corrections in the
Coulomb part of the self-energy are completely neglected. As
one can see in Eq. (6), by comparing the approximation with its
exact counterpart obtained from Hedin’s equations [35]. Vertex
corrections can be safely disregarded in the phonon-related
part of the self-energy (at least within the domain of validity of
Migdal’s theorem [36]), but are crucial to account for magnetic
fluctuation effects, which are discussed in the next sections.

III. EXTENSION OF THE SELF-ENERGY

In this section we construct a form of the self-energy
containing the relevant processes involved in a SF-mediated
pairing. The effective interaction is evaluated in the parent
metallic system in which SC takes place (i.e., we ignore the
feedback effect of the SC condensation). This approximation
may not be valid at low temperature where the condensa-
tion strongly affects the screening of magnetic fluctuations
[6,37,38]. However, this assumption is exact near the critical
point since the SC phase transition is of the continuous,
second-order type. Therefore, the approximation will not affect
the estimation of a critical temperature.

Note, that the same approximation was applied to the
phononic part of the interaction, entering the gap equation
[Eq. (7)]. In this case the effect of the condensation on
the pairing strength is most likely negligible even at low
temperature [39,40].
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FIG. 8. SCDFT Kohn-Sham gap obtained by solving Eq. (7) at
P = 0 and as a function of temperature. The gap is sharply peaked
near the Fermi level (note the semilogarithmic scale). Negative val-
ues of the gap indicate the effect of Coulomb interactions, which
cause a phase shift of π in the gap function, occurring above the
phononic energy scale. Above the Fermi level the Coulomb contri-
bution is strongly reduced by the presence of a large band gap, which
reduces the efficiency of the Coulomb renormalization mechanism.

observe that the temperature dependence of the superconduct-
ing gap "(T ), as obtained in SCDFT, has a BCS-like behavior
at all the pressure values considered in Fig. 9 and, notably,
closely reproduces the experimental curve at P = 0 GPa. The
only missing feature is a kink of unknown origin in the ex-
perimental points (in between 4 and 10 K). To the best of
our knowledge this anomalous feature of the spectrum was
first reported by Dubois et al. in Ref. [80], but not discussed.
Nevertheless, based on a fit of the tunneling spectra by s- and
d-wave models, this work suggested a d-wave symmetry of
the superconducting gap for the Pb Chevrel phase. The same
kink was later reported by some of the authors attributing

FIG. 9. Superconducting energy gap as a function of pressure
and temperature, as obtained in SCDFT (squares) compared with the
experimental data from Ref. [22] (red circles). Shades indicate the
anisotropic gap distributions at 0 GPa.

its origin to a two-band superconducting phase arising from
the two Eg bands crossing the Fermi level [22]. Although
these hypotheses are suggestive, we believe that further mea-
surements are probably needed in order to clarify and/or
analyze the actual behavior of the superconducting gap in the
aforementioned range of temperatures. We observe that the
SCDFT gap equation with the kernels here employed does not
admit a d-wave solution, and even if this phase could be stabi-
lized, owing to the extremely large electron-phonon strength,
it would not give a critical temperature in the experimental
range.

On the other hand, the possibility of a two-gap super-
conductivity has been recently addressed by first-principles
methods [21]. However, although largely overestimating the
Tc, these calculations do not support a two-gap scenario. To
confirm this indication we have solved (at P = 0) the k-
resolved SCDFT gap equation, simulating the perfect clean
limit of the superconducting state. The obtained results are
presented in Fig. 9 in the form of a gap histogram at se-
lected temperatures and show that the anisotropy of the
superconducting gap is weak (of the order of 10%). The gap
distribution is centered at the isotropic value without any
evidence of a multigap superconducting state. Indeed, the
predicted critical temperature is the same (within numerical
accuracy) as for the isotropic case. We also observe that the
kink in the experimental "(T ) reported in Ref. [22] is not
an anisotropic feature of the superconducting gap, which sug-
gests the importance of an experimental reassessment of the
temperature dependence of the superconducting gap.

The reason why SCDFT is able to achieve an accurate
description of the superconducting state in terms of gap and
Tc is, as already mentioned, the fully ab initio inclusion of
Coulomb interactions. The remarkable difference between the
Allen-Dynes and SCDFT results can be traced back to uncom-
mon features of the Coulomb repulsion in Chevrel phases.

The Coulomb parameter, µ = 0.49 at P = 0 GPa, is larger
than the typical values calculated for elemental metals [47,49]
and only comparable to anomalous cases such as palladium
(0.977), platinum (0.798), scandium (0.523), and vanadium
(0.512) [86]. This large Coulomb parameter can be partially
ascribed to the large N (EF ) = 10.1 states/eV entering Eq. (4).
However, when compared with other elements with the same
N (EF ) (as listed in Ref. [86]), PbMo6S8 turns out to have
higher µ, which is, thus, an indication of sizable Coulomb
matrix elements at the Fermi level.

It should be noted that a large value of µ does not necessar-
ily imply a low Tc. The reason is that Coulomb interactions in
superconductors occur on two distinct energy scales. Within
the phononic (Debye) energy scale, Coulomb interactions are
strongly repulsive and tend to reduce the Cooper pair binding;
on the large electronic (Fermi) energy scale, instead, they
effectively act as attractive forces, in a mechanism that is com-
monly known as Coulomb renormalization [44,45]. It follows
that a strong Coulomb repulsion at the Fermi energy is not
meaningful per se, since it can be compensated by an equally
strong repulsion between states at the Fermi level and other
states in the valence or conduction region [45].

The actual effect of Coulomb interactions, thus, is not
merely described by the value of µ but is hidden in the en-
ergy dependence of the screened Coulomb matrix elements
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ε−1
GG′ (q,ω) is the inverse dielectric function that, in this work,

is computed within the static random-phase approximation
(RPA) as implemented in the Elk code [50].

A fully ab initio alternative to the McMillan approach is
superconducting density-functional theory [25], where both
the α2F function and Vc(ε, ε′) enter on equal footing. SCDFT
is an extension of standard DFT for ab initio calculations
of material-specific properties in the superconducting state
[25]. The SCDFT approach has proven to provide reliable
predictions of the experimental Tcs for many conventional
superconductors [40,41,49,51–60]. Within a Kohn-Sham (KS)
scheme, the central equation to be solved in SCDFT is a
BCS-like gap equation [26,27,47,61], which in the isotropic
limit reads as

$s,ε = −Zε$s,ε − 1
2

∫
dε′Kε,ε′

tanh
(

β
2 Eε′

)

Eε′
$s,ε′ , (7)

where $s,ε is the KS superconducting gap, Eε =
(ε2 + |$s,ε |2)1/2 represent the KS excitation energies and
β is the inverse temperature. The exchange-correlation
kernels to be used in the equation are Zε = Z ph

ε and
Kε,ε′ = Kph

ε,ε′ + Kc
ε,ε′ .

Here, the Coulomb term is simply given by

Kc
ε,ε′ = N (ε′)Vc(ε, ε′). (8)

As for the phononic kernels, Z ph
ε and Kph

ε,ε′ , we have used
the recently developed SPG functional [61], which, having
been constructed from the Eliashberg self-energy, allows for
accurate estimations of both the Tc and the superconducting
gap function.

III. RESULTS

A. Phase diagram and equilibrium structure

At ambient conditions Chevrel phases typically crystallize
in the rhombohedral R3 lattice (space group 148), although
some members of the family lower their symmetry by a tri-
clinic distortion, ending up in the P1 symmetry group (space
group 2). Fischer classified Chevrel phases into two main
classes [13]. In the compounds of the first class, the cation M
has a small ionic radius and its concentration y can vary across
a continuous range, as is the case for M = Cu, Ti, Cr. In the
second class of materials, the element M is a large cation, e.g.,
a lanthanide, alkaline earth, Pb or Sn, and its concentration y
is fixed (or has a narrow variation range due to defects) with
maximum occupancy of one atom per unit cell.

The prototype crystal structure for the PbMo6S8 compound
is sketched in Fig. 1. Here, the metal atom, M = Pb, occupies
the 3a (0, 0, 0) Wyckoff position of the rhombohedral R3 unit
cell. However, smaller cations can occupy either the 3a or
the 18f Wyckoff positions up to a maximum of four cations
per formula unit. The main structural unit consists of six
molybdenum atoms caged by a quasicubic structure of eight
chalcogen atoms. These “molecular” units are arranged in a
closely packed structure and are rotated by an angle θ # 25◦

with respect to the threefold rhombohedral axis, in such a way
to favor intermolecular bonds between neighboring units.

FIG. 1. Crystal structure of the Chevrel phase PbMo6S8 in the
R3 phase [62].

Experimentally, at pressure P = 0, PbMo6S8 has R3 crys-
tal structure [1], superconducting Tc of 15 K [24,63] and
critical field of ≈50 tesla [13].

For the R3 structure of PbMo6S8, the equilibrium structural
parameters obtained using the PBE functional are a = 6.60 Å
with a rhombohedral angle of 89.32◦. These estimates are
in good agreement with the experimental values of 6.55 Å
and 89.33◦ [63]. However, as expected in PBE [64], we
have a slight overestimation of the unit-cell volume, roughly
equivalent to a negative pressure of −2.1 GPa applied to the
experimental cell.

This trigonal R3 structure turns out to be energetically
in competition with two triclinic structural phases, which
are also observed in the Chevrel family [1,65,66]: the P1
(inversion symmetric) and the P1 (space group 1—with no
inversion symmetry). PbMo6S8 at P = 0 is, essentially, on
the verge of a structural phase transition [13] which, owing
to the volume overestimation in PBE, is located at a slight
positive, rather than negative, pressure. To be consistent with
experiments, we have applied a rigid shift of +2.1 GPa to
the enthalpy-pressure diagram so to match the theoretical and
experimental values of the equilibrium volume, thus avoiding
spurious effects in the phonon and electron-phonon calcu-
lations. This upward shift in pressure, applied once for all,
will be implicitly assumed throughout the rest of the paper.
The resulting enthalpy-pressure [H(P)] phase diagram at zero
temperature, including the three competing phases, is shown
in Fig. 2. We did not find in the whole range, including
negative pressures, any evidence of metal-insulator, magnetic
or antiferromagnetic transitions, that might have suggested the
neighborhood of Mott insulating states—a result that, together
with the extremely strong electron-phonon coupling, supports
a conventional phononic treatment of this system.

Despite the small energy differences involved, we success-
fully predict the R3 structure as the stable phase for positive
pressures. At slight negative pressures the P1 triclinic dis-
tortion becomes energetically favored (although with a small
stabilization energy of only 3 meV/unit cell at −2 GPa).
Below −3 GPa there is a clear indication of phase transition
towards P1. The breaking of spatial inversion symmetry ac-
companying the P1 distortion is signaled by the displacement
of the Pb atom from the origin of the unit cell (black line in
Fig. 2).
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FIG. 9. EMA fit of the experimental resistance data from Ref.
[22] at different values of the nominal pressure. The dashed line
indicates a representative value of T onset

c at 27.3 GPa.

Here we assume that the T i
c inhomogeneity arises from an

inhomogeneous distribution of the local pressure P. For the
sake of concreteness, we will consider a Gaussian distribution
g(P) for the local pressure:

g(P) = 1√
2πσ

e− (P−Pm )2

2σ2 , (9)

where Pm denotes the average pressure and σ its variance. We
used our calculated ab initio critical temperatures as the local
values of Tc at different pressures, which can be well fitted as

Tc = ae−bP, (10)

where a = 14.0 K and b = 0.050 GPa−1. It then easily
follows that the probability distribution G(T i

c ) appearing in
Eq. (7) is G(T i

c ) = g(P(T i
c ))/bT i

c . Finally, to account for the
existence of pronounced resistive tails, we will normalize the
total G(T i

c ) to a parameter ws that can be smaller than 1. We
then have, for each nominal external pressure, three fitting
parameters: Pm, σ , and ws.

The theoretical fit of the experimental resistance data
extracted from Ref. [22] based on the EMA for d = 3 is
shown in Fig. 9. The model accounts very well for all the
main features observed experimentally at different external
pressure. As shown in Fig. 10, where we report the fitted
parameters, the SC fraction of the system ws (shown in the
inset) remains always relatively small, and for P < 34 GPa is
even smaller than the percolation threshold, 0.33, in three di-
mensions. As a consequence, the resistance displays a sizable
drop but then saturates to a finite value, since a percolative
SC pattern cannot be established in the system. However, the
most remarkable result is the apparent discrepancy between
the nominal external pressure and the local pressure of the
SC regions, which fluctuate around the Pm value. As shown in
Fig. 10, the first SC signature appears with a local pressure
Pm rather larger than the nominal one, with large relative
fluctuations σ and a very small SC fraction ws. It then appears
that the system tries to avoid the coexistence region between
the two phases found in ab initio calculations. The way out
to the metastable phase seems to be the tendency to enucleate
few regions where the local P is large enough to stabilize the
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FIG. 10. Parameters (Pm, σ ) extracted from the fit of resistance
curves shown in Fig. 9 with Eq. (8). In the inset, the SC fraction ws.

SC phase. As the external pressure increases, the system tends
to be more homogeneous, with a decrease of σ , an increase of
the SC fraction and a decrease of the local P in the SC region.
Once the percolation threshold has been reached, the SC
fraction stays constant and the local pressure in the SC regions
starts to monotonically increase following the increase of the
external nominal pressure. The above results demonstrate that
predicted critical temperatures as a function of the pressure,
Tc(P), are indeed compatible with the experiments, once the
effect of inhomogeneities is taken into account.

F. The effect of nonhydrostatic conditions

However, apart from pressure and phase inhomogeneities,
the nonhydrostatic pressure conditions (due to transmitting
medium and phase coexistence) can in principle change the
SC critical temperatures, adding ingredients to explain the
form of resistance curves as a function of the pressure and
of the temperature, and giving a definite degree of indeter-
mination for the mean pressure. We further explored this
interesting scenario to understand if and how nonhydrostatic
conditions modify the SC critical temperature with respect to
the previous prediction under hydrostatic conditions.

To verify this hypothesis, we consider the CsCl-type phase
at 50 GPa, simulating realistic nonhydrostatic conditions in-
ducing a rhombohedral deformation of the cubic CsCl-type
structure, which, varying the angle between the lattice vec-
tors of the unit cell is in general energetically favored [71].
Considering the hydrostatic nominal pressure of 50 GPa, for
each rhombohedral angle, we calculated the stress tensor and
optimized the lattice parameters to achieve a mean pressure
(trace of the stress tensor) of 50 GPa.

For selected nonhydrostatic conditions, we calculated the
dynamical properties, the EPC, and the SC critical temper-
ature within the same theoretical and computational scheme
used in Sec. III D (see Fig. 11). Indeed, we find that the
critical temperature strongly depends on the nonhydrostatic
conditions: Increasing and decreasing the rhombohedral angle
has a positive effect on the critical temperature, which nearly
doubles for θ # 84◦. This result is not so common for SC
materials, where the structural deformations are in general
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FIG. 1. Pnma GeS-type [panel (a)], γ -Pnma [panel (b)], CsCl-
type [panel (c)], Cmcm [panel (d)], and NaCl-type [panel (e)] struc-
tures [20]. Red and blue atoms are Sn and Se, respectively.

superconductivity develops nor on the transition temperature
as a function of the pressure, Tc(P): in Ref. [27], the authors
find a superconducting Tc ! 4.5 K at 58 GPa, while in Ref.
[22] the SC phase starts at ! 27 GPa, when the second
structural phase transition between the orthorhombic Cmcm
and the cubic CsCl-type structures takes place, with a critical
temperature Tc ! 3 K extending up to ! 55 GPa [22]. XRD
measurements suggest a coexistence of orthorhombic Cmcm
and cubic CsCl-type structures up to ! 43.4 GPa, where
Tc takes its maximum value [22]. Theoretical predictions
revealed interesting topological features in the metallic CsCl-
type phase of SnSe [22], suggesting the presence of nontrivial
surface states protected by Z2 topology and weakly dispersing
along selected directions that might affect SC properties [28].
Along the same research line, sulfur doping has been shown
to enhance the SC properties of SnSe, bringing the Tc over
4 K and extending the pressure range of superconductivity
beyond 70 GPa [29]. Superconducting phases, with enhanced
critical temperatures up to 6 K, have been also reported in
doped (IV, III)–VI compounds, like Sn1−xInxTe1−ySey crys-
tals synthesized by high pressure techniques [30]. It is worth
mentioning that the pressure-stabilized cubic phase with 3:4
stoichiometry has also been theoretically predicted to undergo
a SC transition with an estimated Tc ! 3–4 K at 10 GPa [26]
(but not yet experimentally confirmed).

Only first-principles theories can be used to shed light on
this complicated and rich physical scenario including multiple
structural, electronic, SC, and topological phase transitions.
We thus report a complete first-principles study of the struc-
tural, electronic, and SC properties of SnSe in a wide pressure
range to understand its pressure phase diagram and the origin
of the observed SC phase above ! 27 GPa. To this aim, we
address the conventional electron-phonon mediated supercon-
ductivity of the metallic phases (namely, the Cmcm, the CsCl-
type Pm3̄m, and the nonstoichiometric Sn3Se4 I 4̄3d phases),
by means of highly accurate first-principles density-functional
theory (DFT) of the normal state and its extension to the SC

phase, the SuperConducting DFT (SCDFT) to predict the SC
Tc. However, the careful comparison of computational predic-
tions with available experiments revealed that the observed
broad resistive transitions in Ref. [22] and the persistence of
resistive tails complicates the theoretical interpretation.

Indeed, these effects are not uncommon in the recent
literature on emergent SC materials and are typical features of
systems where the SC state appears either at the interfaces be-
tween two insulators, as in SrTiO3-based interfaces [31–34],
or in layered systems like transition-metal dichalcogenides
[35–37] or twisted graphene [38]. A common feature for all
these systems is the presence of a structural strain induced
in the crystalline structure, due to the mismatch with the un-
derlying substrate. Even though the microscopic mechanism
responsible for superconductivity can be rather different in
these families of superconductors, a systemic emergence of
sizable rounding of the resistive transition has been reported,
followed by a pronounced resistive tail that in some cases
saturates to a finite value as T → 0. The rounding of the
transition cannot be ascribed [39,40] to usual paraconductivity
effects due to Gaussian SC fluctuations [41], since these are
effective only in close proximity to the transition, while one
often observes a suppression of the resistance at temperature
as large as twice the critical one. These features can be instead
well captured by assuming that the SC background gets intrin-
sically inhomogeneous on mesoscopic length scales, such that
the resistive transition itself should be ascribed to a percolative
mechanism of SC regions embedded into a non-SC matrix.
Here we propose that a similar mechanism can be at play in
SnSe. In addition, nonhydrostatic pressure conditions (pos-
sibly at work in Ref. [22]) are explored, reporting a sizable
enhancement (nearly doubling) of Tc due to strain field. This
makes SnSe a peculiar system in which the SC Tc is strongly
linked to structural properties.

The present paper is organized in the following structure:
in Sec. II, we describe the computational techniques and
in Sec. III we report our results, presenting the structural
phase diagram under pressure (Secs. III A and III B), the
electronic properties (Sec. III C), and SC ones (Sec. III D).
After the comparison with experimental critical temperatures,
we list hypotheses to explain the observed disagreement and
explicitly include inhomogeneities and nonhydrostatic effects
(Secs. III E and III F). Section IV is devoted to conclusions
and perspectives.

II. COMPUTATIONAL DETAILS

First-principles calculations have been performed within
the DFT. We used ultrasoft pseudopotentials to describe the
electron-ion interaction and plane-wave expansion of the
Kohn-Sham wave functions as implemented in the QUANTUM
ESPRESSO package [42,43]. The local density approximation
(LDA) in the Perdew and Zunger parametrization has been
adopted for the exchange-correlation potential [44]. The ki-
netic energy cutoff for plane-wave expansion has been set to
40 Ry (400 Ry for the charge density). Different Monkhorst-
Pack [45] wave-vector grids were adopted, depending on
the crystalline phase, ensuring a total energy convergence of
1 meV/atom for all the considered phases. The Monkhorst-
Pack mesh was set to 4 × 10 × 10 for Pnma GeS-type,

114803-2

JOSÉ A. FLORES-LIVAS et al. PHYSICAL REVIEW MATERIALS 1, 024802 (2017)

FIG. 1. Summary of all the critical temperatures observed experi-
mentally [30–32] (top panels) and calculated theoretically in this work
(bottom panels). In the experimental panels the dashed and full lines
are guidelines to the eye and are used to distinguish the trend that we
interpret as due to metastable black-P (dashed) from the energetically
stable sequence of transformations (see text). The color bar at the
bottom indicates the sequence of calculated ground-state structures;
the color code is explained in the legend of the bottom panels.

Clearly, despite the effort and several experiments over
decades, the explanation of the superconducting trends and
more importantly the anomalous dependence on thermody-
namic conditions remains unsolved. Given the polymorphism
of elemental phosphorus already at ambient conditions, one
could speculate that the anomalous TC vs P trends are caused
by the coexistence of metastable phases. Therefore, in the
present work we design two different sets of experiments
which specifically aim at accessing different phases (stable
and metastable) following two P − T thermodynamic paths,
as schematically illustrated in the top panels of Fig. 2.

In the first set, Exp. 1 (the measured TC is reported as black
circles in the top panel of Fig. 1), the sample is constantly
kept at low temperature while pressure is increased. In the
second P − T path (Exp. 2) the temperature is raised at
higher temperatures when applying pressure and for resistivity
measurements. In this figure the bottom panels show the
resistivity measurements at different pressures and TC values
are indicated with arrows. Clearly the TC vs P behavior of the
two datasets is rather different. In the first set (black circles in
Fig. 1) a slow increase of TC up to 25 GPa is observed, while
for the second set of experiments TC sharply increases with
pressure (black squares in Fig. 1). The two data sets merge
at 25 GPa, and a single trend is observed up to the highest
common pressure measured (94 GPa).

A. Ab initio phase diagram of P under pressure

Figure 3 shows the computed enthalpy for different al-
lotropes of phosphorus under pressure found using our crystal

Diamond crack Diamond crack

FIG. 2. Bottom panels show resistivity measurements as a func-
tion of temperature for different pressure conditions: In Exp. 1
(top-left panel) the sample was cycled at low temperature (<30 K)
and in Exp. 2 (top-right panel) it was cycled up to high temperature
(<260 K). The TC onsets for each pressure are marked with arrows.
The corresponding values are summarized in Fig. 1.

structure prediction method. The enthalpy difference is shown
with respect to the sc (Pm − 3m) phase (crystal structures are
shown in Fig. 4). The lowest-enthalpy sequence of transitions,
according to the calculations, is the following: Red-P (triclinic
P − 1) [33] is stable at 0 GPa and almost degenerate with
black-P (Cmca) [34], which is the experimentally observed
phase; phase P − II (A7-R3m) occurs from 3 to 16 GPa. The
simple cubic (sc−P − III ) lattice dominates for pressures
up to 120 GPa, where the simple hexagonal (sh) lattice
(sh−P 6mmm) is stable up to ∼225 GPa. We find the
bcc(Im − 3m) crystal stable from 225 to 250 GPa, and finally
the last phase (I − 43d) is stable from 250 to beyond 350 GPa.
The sequence of transitions is shown as a color bar at the
bottom of Fig. 1.

The three relevant pressure intervals in which phase
transitions take place are highlighted in the top panels of
Fig. 3. The first one (left) shows the low-pressure regime.
At ambient conditions phosphorus is known in at least
three different allotropic forms: black-P, red-P, and white-P.
Experimentally, black-P is the most stable form [34,35], which
transforms to the A7 phase [36] for pressure above 5 GPa
[37]. In our calculations, red-P is the ground state at zero
pressure (although is almost degenerate with black-P), while
the stabilization energy of white-P is 130 meV per atom higher
(or equivalently, ∼1500 K). The apparent disagreement is due
to the fact that the standard generalized gradient approximation
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FIG. 3. Calculated enthalpy for different crystal structures of
phosphorus with respect to sc as a function of pressure. The top
panels show an enlargement of three relevant pressure windows in
which several structures are energetically competitive within orders
of ∼100 meV (left), ∼15 meV (center), and ∼5 meV (right).

FIG. 4. Crystal structures of phosphorus at indicated pressures.

(GGA) functional used in this work is inaccurate for layered
(van der Waals bonded) or polymeric systems in predicting
the exact structural sequence for different polymorphisms.
However, although the van der Waals interaction is rather
important in the very low-pressure region of the phase diagram
(0–5 GPa), it plays only a minor role at higher pressures,
where superconductivity occurs. We find that black-P remains
enthalpically competitive within a comparable order of magni-
tude (∼0.1 eV) with other low-enthalpy phases up to pressures
as large as 30 GPa. As discussed in detail in the next section,
the metastability of this phase turns out to be fundamental to
describe the experimental trend in TC .

B. High-pressure experiments

The second panel (top central) of Fig. 3 shows the pressure
interval in which the sh → bcc transition occurs. In this
window sc, sh (P 6mmm), IM-Cmmm (not shown), bcc, and
surprisingly, black-P (in a collapsed form) are structures that
are all accessible within a few tens of meV energy difference.
This enthalpy landscape is consistent with experimental
evidences that in this pressure range the sh → bcc transition
occurs via an intermediate incommensurate phase [38,39].

A third pressure range worth analyzing in more detail
(top right panel) is where the sh and bcc enthalpy curves
cross each other and the bcc to I − 43d transformation
occurs (I − 43d is a distorted form of bcc). Note that in
this case the enthalpy differences between all three phases
are extremely small, i.e., within the computational accuracy,
so that vibrational entropy corrections (not included) and
stabilization of distorted complex structures [36,40] could in
principle affect the energetic ranking of the structures and the
transition pressures. However, these corrections will shift the
transition pressure by no more than ∼5 GPa, which is below
the experimental error to estimate the pressure (∼10 GPa).

Indeed, our ab initio zero-temperature phase diagram is
in substantial agreement with the sequence experimentally
observed [36–39,41–46] and is therefore a good starting point
to calculate the superconducting critical temperatures as a
function of the pressure. Furthermore, our analysis has allowed
us to characterize several of the structural transitions as first
order, i.e., with discontinuous P (V ) behaviors (see Fig. 5); this
could lead to a possible path to stabilize metastable structures
under suitable thermodynamic conditions.

C. Ab initio predicted superconducting temperatures

Using state-of-the-art density functional theory for su-
perconductors (SCDFT) combined with density-functional
perturbation theory for the calculation of phonon dispersions
and electron-phonon coupling and linear response theory in the
random phase approximation for the evaluation of electron-
electron repulsion, we have computed the superconducting
properties (anomalous density and critical temperature, TC) for
all the identified structures of P which are dynamically stable.
The corresponding TC values are shown in the lower panel
of Fig. 1 as full (dashed) lines for ground-state (metastable)
structures.

Low pressures (0–50 GPa). As shown in the previous
section, phosphorus has an extremely rich phase diagram of
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FIG. 8. SCDFT Kohn-Sham gap obtained by solving Eq. (7) at
P = 0 and as a function of temperature. The gap is sharply peaked
near the Fermi level (note the semilogarithmic scale). Negative val-
ues of the gap indicate the effect of Coulomb interactions, which
cause a phase shift of π in the gap function, occurring above the
phononic energy scale. Above the Fermi level the Coulomb contri-
bution is strongly reduced by the presence of a large band gap, which
reduces the efficiency of the Coulomb renormalization mechanism.

observe that the temperature dependence of the superconduct-
ing gap "(T ), as obtained in SCDFT, has a BCS-like behavior
at all the pressure values considered in Fig. 9 and, notably,
closely reproduces the experimental curve at P = 0 GPa. The
only missing feature is a kink of unknown origin in the ex-
perimental points (in between 4 and 10 K). To the best of
our knowledge this anomalous feature of the spectrum was
first reported by Dubois et al. in Ref. [80], but not discussed.
Nevertheless, based on a fit of the tunneling spectra by s- and
d-wave models, this work suggested a d-wave symmetry of
the superconducting gap for the Pb Chevrel phase. The same
kink was later reported by some of the authors attributing

FIG. 9. Superconducting energy gap as a function of pressure
and temperature, as obtained in SCDFT (squares) compared with the
experimental data from Ref. [22] (red circles). Shades indicate the
anisotropic gap distributions at 0 GPa.

its origin to a two-band superconducting phase arising from
the two Eg bands crossing the Fermi level [22]. Although
these hypotheses are suggestive, we believe that further mea-
surements are probably needed in order to clarify and/or
analyze the actual behavior of the superconducting gap in the
aforementioned range of temperatures. We observe that the
SCDFT gap equation with the kernels here employed does not
admit a d-wave solution, and even if this phase could be stabi-
lized, owing to the extremely large electron-phonon strength,
it would not give a critical temperature in the experimental
range.

On the other hand, the possibility of a two-gap super-
conductivity has been recently addressed by first-principles
methods [21]. However, although largely overestimating the
Tc, these calculations do not support a two-gap scenario. To
confirm this indication we have solved (at P = 0) the k-
resolved SCDFT gap equation, simulating the perfect clean
limit of the superconducting state. The obtained results are
presented in Fig. 9 in the form of a gap histogram at se-
lected temperatures and show that the anisotropy of the
superconducting gap is weak (of the order of 10%). The gap
distribution is centered at the isotropic value without any
evidence of a multigap superconducting state. Indeed, the
predicted critical temperature is the same (within numerical
accuracy) as for the isotropic case. We also observe that the
kink in the experimental "(T ) reported in Ref. [22] is not
an anisotropic feature of the superconducting gap, which sug-
gests the importance of an experimental reassessment of the
temperature dependence of the superconducting gap.

The reason why SCDFT is able to achieve an accurate
description of the superconducting state in terms of gap and
Tc is, as already mentioned, the fully ab initio inclusion of
Coulomb interactions. The remarkable difference between the
Allen-Dynes and SCDFT results can be traced back to uncom-
mon features of the Coulomb repulsion in Chevrel phases.

The Coulomb parameter, µ = 0.49 at P = 0 GPa, is larger
than the typical values calculated for elemental metals [47,49]
and only comparable to anomalous cases such as palladium
(0.977), platinum (0.798), scandium (0.523), and vanadium
(0.512) [86]. This large Coulomb parameter can be partially
ascribed to the large N (EF ) = 10.1 states/eV entering Eq. (4).
However, when compared with other elements with the same
N (EF ) (as listed in Ref. [86]), PbMo6S8 turns out to have
higher µ, which is, thus, an indication of sizable Coulomb
matrix elements at the Fermi level.

It should be noted that a large value of µ does not necessar-
ily imply a low Tc. The reason is that Coulomb interactions in
superconductors occur on two distinct energy scales. Within
the phononic (Debye) energy scale, Coulomb interactions are
strongly repulsive and tend to reduce the Cooper pair binding;
on the large electronic (Fermi) energy scale, instead, they
effectively act as attractive forces, in a mechanism that is com-
monly known as Coulomb renormalization [44,45]. It follows
that a strong Coulomb repulsion at the Fermi energy is not
meaningful per se, since it can be compensated by an equally
strong repulsion between states at the Fermi level and other
states in the valence or conduction region [45].

The actual effect of Coulomb interactions, thus, is not
merely described by the value of µ but is hidden in the en-
ergy dependence of the screened Coulomb matrix elements
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ε−1
GG′ (q,ω) is the inverse dielectric function that, in this work,

is computed within the static random-phase approximation
(RPA) as implemented in the Elk code [50].

A fully ab initio alternative to the McMillan approach is
superconducting density-functional theory [25], where both
the α2F function and Vc(ε, ε′) enter on equal footing. SCDFT
is an extension of standard DFT for ab initio calculations
of material-specific properties in the superconducting state
[25]. The SCDFT approach has proven to provide reliable
predictions of the experimental Tcs for many conventional
superconductors [40,41,49,51–60]. Within a Kohn-Sham (KS)
scheme, the central equation to be solved in SCDFT is a
BCS-like gap equation [26,27,47,61], which in the isotropic
limit reads as

$s,ε = −Zε$s,ε − 1
2

∫
dε′Kε,ε′

tanh
(

β
2 Eε′

)

Eε′
$s,ε′ , (7)

where $s,ε is the KS superconducting gap, Eε =
(ε2 + |$s,ε |2)1/2 represent the KS excitation energies and
β is the inverse temperature. The exchange-correlation
kernels to be used in the equation are Zε = Z ph

ε and
Kε,ε′ = Kph

ε,ε′ + Kc
ε,ε′ .

Here, the Coulomb term is simply given by

Kc
ε,ε′ = N (ε′)Vc(ε, ε′). (8)

As for the phononic kernels, Z ph
ε and Kph

ε,ε′ , we have used
the recently developed SPG functional [61], which, having
been constructed from the Eliashberg self-energy, allows for
accurate estimations of both the Tc and the superconducting
gap function.

III. RESULTS

A. Phase diagram and equilibrium structure

At ambient conditions Chevrel phases typically crystallize
in the rhombohedral R3 lattice (space group 148), although
some members of the family lower their symmetry by a tri-
clinic distortion, ending up in the P1 symmetry group (space
group 2). Fischer classified Chevrel phases into two main
classes [13]. In the compounds of the first class, the cation M
has a small ionic radius and its concentration y can vary across
a continuous range, as is the case for M = Cu, Ti, Cr. In the
second class of materials, the element M is a large cation, e.g.,
a lanthanide, alkaline earth, Pb or Sn, and its concentration y
is fixed (or has a narrow variation range due to defects) with
maximum occupancy of one atom per unit cell.

The prototype crystal structure for the PbMo6S8 compound
is sketched in Fig. 1. Here, the metal atom, M = Pb, occupies
the 3a (0, 0, 0) Wyckoff position of the rhombohedral R3 unit
cell. However, smaller cations can occupy either the 3a or
the 18f Wyckoff positions up to a maximum of four cations
per formula unit. The main structural unit consists of six
molybdenum atoms caged by a quasicubic structure of eight
chalcogen atoms. These “molecular” units are arranged in a
closely packed structure and are rotated by an angle θ # 25◦

with respect to the threefold rhombohedral axis, in such a way
to favor intermolecular bonds between neighboring units.

FIG. 1. Crystal structure of the Chevrel phase PbMo6S8 in the
R3 phase [62].

Experimentally, at pressure P = 0, PbMo6S8 has R3 crys-
tal structure [1], superconducting Tc of 15 K [24,63] and
critical field of ≈50 tesla [13].

For the R3 structure of PbMo6S8, the equilibrium structural
parameters obtained using the PBE functional are a = 6.60 Å
with a rhombohedral angle of 89.32◦. These estimates are
in good agreement with the experimental values of 6.55 Å
and 89.33◦ [63]. However, as expected in PBE [64], we
have a slight overestimation of the unit-cell volume, roughly
equivalent to a negative pressure of −2.1 GPa applied to the
experimental cell.

This trigonal R3 structure turns out to be energetically
in competition with two triclinic structural phases, which
are also observed in the Chevrel family [1,65,66]: the P1
(inversion symmetric) and the P1 (space group 1—with no
inversion symmetry). PbMo6S8 at P = 0 is, essentially, on
the verge of a structural phase transition [13] which, owing
to the volume overestimation in PBE, is located at a slight
positive, rather than negative, pressure. To be consistent with
experiments, we have applied a rigid shift of +2.1 GPa to
the enthalpy-pressure diagram so to match the theoretical and
experimental values of the equilibrium volume, thus avoiding
spurious effects in the phonon and electron-phonon calcu-
lations. This upward shift in pressure, applied once for all,
will be implicitly assumed throughout the rest of the paper.
The resulting enthalpy-pressure [H(P)] phase diagram at zero
temperature, including the three competing phases, is shown
in Fig. 2. We did not find in the whole range, including
negative pressures, any evidence of metal-insulator, magnetic
or antiferromagnetic transitions, that might have suggested the
neighborhood of Mott insulating states—a result that, together
with the extremely strong electron-phonon coupling, supports
a conventional phononic treatment of this system.

Despite the small energy differences involved, we success-
fully predict the R3 structure as the stable phase for positive
pressures. At slight negative pressures the P1 triclinic dis-
tortion becomes energetically favored (although with a small
stabilization energy of only 3 meV/unit cell at −2 GPa).
Below −3 GPa there is a clear indication of phase transition
towards P1. The breaking of spatial inversion symmetry ac-
companying the P1 distortion is signaled by the displacement
of the Pb atom from the origin of the unit cell (black line in
Fig. 2).
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FIG. 9. EMA fit of the experimental resistance data from Ref.
[22] at different values of the nominal pressure. The dashed line
indicates a representative value of T onset

c at 27.3 GPa.

Here we assume that the T i
c inhomogeneity arises from an

inhomogeneous distribution of the local pressure P. For the
sake of concreteness, we will consider a Gaussian distribution
g(P) for the local pressure:

g(P) = 1√
2πσ

e− (P−Pm )2

2σ2 , (9)

where Pm denotes the average pressure and σ its variance. We
used our calculated ab initio critical temperatures as the local
values of Tc at different pressures, which can be well fitted as

Tc = ae−bP, (10)

where a = 14.0 K and b = 0.050 GPa−1. It then easily
follows that the probability distribution G(T i

c ) appearing in
Eq. (7) is G(T i

c ) = g(P(T i
c ))/bT i

c . Finally, to account for the
existence of pronounced resistive tails, we will normalize the
total G(T i

c ) to a parameter ws that can be smaller than 1. We
then have, for each nominal external pressure, three fitting
parameters: Pm, σ , and ws.

The theoretical fit of the experimental resistance data
extracted from Ref. [22] based on the EMA for d = 3 is
shown in Fig. 9. The model accounts very well for all the
main features observed experimentally at different external
pressure. As shown in Fig. 10, where we report the fitted
parameters, the SC fraction of the system ws (shown in the
inset) remains always relatively small, and for P < 34 GPa is
even smaller than the percolation threshold, 0.33, in three di-
mensions. As a consequence, the resistance displays a sizable
drop but then saturates to a finite value, since a percolative
SC pattern cannot be established in the system. However, the
most remarkable result is the apparent discrepancy between
the nominal external pressure and the local pressure of the
SC regions, which fluctuate around the Pm value. As shown in
Fig. 10, the first SC signature appears with a local pressure
Pm rather larger than the nominal one, with large relative
fluctuations σ and a very small SC fraction ws. It then appears
that the system tries to avoid the coexistence region between
the two phases found in ab initio calculations. The way out
to the metastable phase seems to be the tendency to enucleate
few regions where the local P is large enough to stabilize the
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FIG. 10. Parameters (Pm, σ ) extracted from the fit of resistance
curves shown in Fig. 9 with Eq. (8). In the inset, the SC fraction ws.

SC phase. As the external pressure increases, the system tends
to be more homogeneous, with a decrease of σ , an increase of
the SC fraction and a decrease of the local P in the SC region.
Once the percolation threshold has been reached, the SC
fraction stays constant and the local pressure in the SC regions
starts to monotonically increase following the increase of the
external nominal pressure. The above results demonstrate that
predicted critical temperatures as a function of the pressure,
Tc(P), are indeed compatible with the experiments, once the
effect of inhomogeneities is taken into account.

F. The effect of nonhydrostatic conditions

However, apart from pressure and phase inhomogeneities,
the nonhydrostatic pressure conditions (due to transmitting
medium and phase coexistence) can in principle change the
SC critical temperatures, adding ingredients to explain the
form of resistance curves as a function of the pressure and
of the temperature, and giving a definite degree of indeter-
mination for the mean pressure. We further explored this
interesting scenario to understand if and how nonhydrostatic
conditions modify the SC critical temperature with respect to
the previous prediction under hydrostatic conditions.

To verify this hypothesis, we consider the CsCl-type phase
at 50 GPa, simulating realistic nonhydrostatic conditions in-
ducing a rhombohedral deformation of the cubic CsCl-type
structure, which, varying the angle between the lattice vec-
tors of the unit cell is in general energetically favored [71].
Considering the hydrostatic nominal pressure of 50 GPa, for
each rhombohedral angle, we calculated the stress tensor and
optimized the lattice parameters to achieve a mean pressure
(trace of the stress tensor) of 50 GPa.

For selected nonhydrostatic conditions, we calculated the
dynamical properties, the EPC, and the SC critical temper-
ature within the same theoretical and computational scheme
used in Sec. III D (see Fig. 11). Indeed, we find that the
critical temperature strongly depends on the nonhydrostatic
conditions: Increasing and decreasing the rhombohedral angle
has a positive effect on the critical temperature, which nearly
doubles for θ # 84◦. This result is not so common for SC
materials, where the structural deformations are in general
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FIG. 1. Pnma GeS-type [panel (a)], γ -Pnma [panel (b)], CsCl-
type [panel (c)], Cmcm [panel (d)], and NaCl-type [panel (e)] struc-
tures [20]. Red and blue atoms are Sn and Se, respectively.

superconductivity develops nor on the transition temperature
as a function of the pressure, Tc(P): in Ref. [27], the authors
find a superconducting Tc ! 4.5 K at 58 GPa, while in Ref.
[22] the SC phase starts at ! 27 GPa, when the second
structural phase transition between the orthorhombic Cmcm
and the cubic CsCl-type structures takes place, with a critical
temperature Tc ! 3 K extending up to ! 55 GPa [22]. XRD
measurements suggest a coexistence of orthorhombic Cmcm
and cubic CsCl-type structures up to ! 43.4 GPa, where
Tc takes its maximum value [22]. Theoretical predictions
revealed interesting topological features in the metallic CsCl-
type phase of SnSe [22], suggesting the presence of nontrivial
surface states protected by Z2 topology and weakly dispersing
along selected directions that might affect SC properties [28].
Along the same research line, sulfur doping has been shown
to enhance the SC properties of SnSe, bringing the Tc over
4 K and extending the pressure range of superconductivity
beyond 70 GPa [29]. Superconducting phases, with enhanced
critical temperatures up to 6 K, have been also reported in
doped (IV, III)–VI compounds, like Sn1−xInxTe1−ySey crys-
tals synthesized by high pressure techniques [30]. It is worth
mentioning that the pressure-stabilized cubic phase with 3:4
stoichiometry has also been theoretically predicted to undergo
a SC transition with an estimated Tc ! 3–4 K at 10 GPa [26]
(but not yet experimentally confirmed).

Only first-principles theories can be used to shed light on
this complicated and rich physical scenario including multiple
structural, electronic, SC, and topological phase transitions.
We thus report a complete first-principles study of the struc-
tural, electronic, and SC properties of SnSe in a wide pressure
range to understand its pressure phase diagram and the origin
of the observed SC phase above ! 27 GPa. To this aim, we
address the conventional electron-phonon mediated supercon-
ductivity of the metallic phases (namely, the Cmcm, the CsCl-
type Pm3̄m, and the nonstoichiometric Sn3Se4 I 4̄3d phases),
by means of highly accurate first-principles density-functional
theory (DFT) of the normal state and its extension to the SC

phase, the SuperConducting DFT (SCDFT) to predict the SC
Tc. However, the careful comparison of computational predic-
tions with available experiments revealed that the observed
broad resistive transitions in Ref. [22] and the persistence of
resistive tails complicates the theoretical interpretation.

Indeed, these effects are not uncommon in the recent
literature on emergent SC materials and are typical features of
systems where the SC state appears either at the interfaces be-
tween two insulators, as in SrTiO3-based interfaces [31–34],
or in layered systems like transition-metal dichalcogenides
[35–37] or twisted graphene [38]. A common feature for all
these systems is the presence of a structural strain induced
in the crystalline structure, due to the mismatch with the un-
derlying substrate. Even though the microscopic mechanism
responsible for superconductivity can be rather different in
these families of superconductors, a systemic emergence of
sizable rounding of the resistive transition has been reported,
followed by a pronounced resistive tail that in some cases
saturates to a finite value as T → 0. The rounding of the
transition cannot be ascribed [39,40] to usual paraconductivity
effects due to Gaussian SC fluctuations [41], since these are
effective only in close proximity to the transition, while one
often observes a suppression of the resistance at temperature
as large as twice the critical one. These features can be instead
well captured by assuming that the SC background gets intrin-
sically inhomogeneous on mesoscopic length scales, such that
the resistive transition itself should be ascribed to a percolative
mechanism of SC regions embedded into a non-SC matrix.
Here we propose that a similar mechanism can be at play in
SnSe. In addition, nonhydrostatic pressure conditions (pos-
sibly at work in Ref. [22]) are explored, reporting a sizable
enhancement (nearly doubling) of Tc due to strain field. This
makes SnSe a peculiar system in which the SC Tc is strongly
linked to structural properties.

The present paper is organized in the following structure:
in Sec. II, we describe the computational techniques and
in Sec. III we report our results, presenting the structural
phase diagram under pressure (Secs. III A and III B), the
electronic properties (Sec. III C), and SC ones (Sec. III D).
After the comparison with experimental critical temperatures,
we list hypotheses to explain the observed disagreement and
explicitly include inhomogeneities and nonhydrostatic effects
(Secs. III E and III F). Section IV is devoted to conclusions
and perspectives.

II. COMPUTATIONAL DETAILS

First-principles calculations have been performed within
the DFT. We used ultrasoft pseudopotentials to describe the
electron-ion interaction and plane-wave expansion of the
Kohn-Sham wave functions as implemented in the QUANTUM
ESPRESSO package [42,43]. The local density approximation
(LDA) in the Perdew and Zunger parametrization has been
adopted for the exchange-correlation potential [44]. The ki-
netic energy cutoff for plane-wave expansion has been set to
40 Ry (400 Ry for the charge density). Different Monkhorst-
Pack [45] wave-vector grids were adopted, depending on
the crystalline phase, ensuring a total energy convergence of
1 meV/atom for all the considered phases. The Monkhorst-
Pack mesh was set to 4 × 10 × 10 for Pnma GeS-type,
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FIG. 1. Summary of all the critical temperatures observed experi-
mentally [30–32] (top panels) and calculated theoretically in this work
(bottom panels). In the experimental panels the dashed and full lines
are guidelines to the eye and are used to distinguish the trend that we
interpret as due to metastable black-P (dashed) from the energetically
stable sequence of transformations (see text). The color bar at the
bottom indicates the sequence of calculated ground-state structures;
the color code is explained in the legend of the bottom panels.

Clearly, despite the effort and several experiments over
decades, the explanation of the superconducting trends and
more importantly the anomalous dependence on thermody-
namic conditions remains unsolved. Given the polymorphism
of elemental phosphorus already at ambient conditions, one
could speculate that the anomalous TC vs P trends are caused
by the coexistence of metastable phases. Therefore, in the
present work we design two different sets of experiments
which specifically aim at accessing different phases (stable
and metastable) following two P − T thermodynamic paths,
as schematically illustrated in the top panels of Fig. 2.

In the first set, Exp. 1 (the measured TC is reported as black
circles in the top panel of Fig. 1), the sample is constantly
kept at low temperature while pressure is increased. In the
second P − T path (Exp. 2) the temperature is raised at
higher temperatures when applying pressure and for resistivity
measurements. In this figure the bottom panels show the
resistivity measurements at different pressures and TC values
are indicated with arrows. Clearly the TC vs P behavior of the
two datasets is rather different. In the first set (black circles in
Fig. 1) a slow increase of TC up to 25 GPa is observed, while
for the second set of experiments TC sharply increases with
pressure (black squares in Fig. 1). The two data sets merge
at 25 GPa, and a single trend is observed up to the highest
common pressure measured (94 GPa).

A. Ab initio phase diagram of P under pressure

Figure 3 shows the computed enthalpy for different al-
lotropes of phosphorus under pressure found using our crystal

Diamond crack Diamond crack

FIG. 2. Bottom panels show resistivity measurements as a func-
tion of temperature for different pressure conditions: In Exp. 1
(top-left panel) the sample was cycled at low temperature (<30 K)
and in Exp. 2 (top-right panel) it was cycled up to high temperature
(<260 K). The TC onsets for each pressure are marked with arrows.
The corresponding values are summarized in Fig. 1.

structure prediction method. The enthalpy difference is shown
with respect to the sc (Pm − 3m) phase (crystal structures are
shown in Fig. 4). The lowest-enthalpy sequence of transitions,
according to the calculations, is the following: Red-P (triclinic
P − 1) [33] is stable at 0 GPa and almost degenerate with
black-P (Cmca) [34], which is the experimentally observed
phase; phase P − II (A7-R3m) occurs from 3 to 16 GPa. The
simple cubic (sc−P − III ) lattice dominates for pressures
up to 120 GPa, where the simple hexagonal (sh) lattice
(sh−P 6mmm) is stable up to ∼225 GPa. We find the
bcc(Im − 3m) crystal stable from 225 to 250 GPa, and finally
the last phase (I − 43d) is stable from 250 to beyond 350 GPa.
The sequence of transitions is shown as a color bar at the
bottom of Fig. 1.

The three relevant pressure intervals in which phase
transitions take place are highlighted in the top panels of
Fig. 3. The first one (left) shows the low-pressure regime.
At ambient conditions phosphorus is known in at least
three different allotropic forms: black-P, red-P, and white-P.
Experimentally, black-P is the most stable form [34,35], which
transforms to the A7 phase [36] for pressure above 5 GPa
[37]. In our calculations, red-P is the ground state at zero
pressure (although is almost degenerate with black-P), while
the stabilization energy of white-P is 130 meV per atom higher
(or equivalently, ∼1500 K). The apparent disagreement is due
to the fact that the standard generalized gradient approximation
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FIG. 3. Calculated enthalpy for different crystal structures of
phosphorus with respect to sc as a function of pressure. The top
panels show an enlargement of three relevant pressure windows in
which several structures are energetically competitive within orders
of ∼100 meV (left), ∼15 meV (center), and ∼5 meV (right).

FIG. 4. Crystal structures of phosphorus at indicated pressures.

(GGA) functional used in this work is inaccurate for layered
(van der Waals bonded) or polymeric systems in predicting
the exact structural sequence for different polymorphisms.
However, although the van der Waals interaction is rather
important in the very low-pressure region of the phase diagram
(0–5 GPa), it plays only a minor role at higher pressures,
where superconductivity occurs. We find that black-P remains
enthalpically competitive within a comparable order of magni-
tude (∼0.1 eV) with other low-enthalpy phases up to pressures
as large as 30 GPa. As discussed in detail in the next section,
the metastability of this phase turns out to be fundamental to
describe the experimental trend in TC .

B. High-pressure experiments

The second panel (top central) of Fig. 3 shows the pressure
interval in which the sh → bcc transition occurs. In this
window sc, sh (P 6mmm), IM-Cmmm (not shown), bcc, and
surprisingly, black-P (in a collapsed form) are structures that
are all accessible within a few tens of meV energy difference.
This enthalpy landscape is consistent with experimental
evidences that in this pressure range the sh → bcc transition
occurs via an intermediate incommensurate phase [38,39].

A third pressure range worth analyzing in more detail
(top right panel) is where the sh and bcc enthalpy curves
cross each other and the bcc to I − 43d transformation
occurs (I − 43d is a distorted form of bcc). Note that in
this case the enthalpy differences between all three phases
are extremely small, i.e., within the computational accuracy,
so that vibrational entropy corrections (not included) and
stabilization of distorted complex structures [36,40] could in
principle affect the energetic ranking of the structures and the
transition pressures. However, these corrections will shift the
transition pressure by no more than ∼5 GPa, which is below
the experimental error to estimate the pressure (∼10 GPa).

Indeed, our ab initio zero-temperature phase diagram is
in substantial agreement with the sequence experimentally
observed [36–39,41–46] and is therefore a good starting point
to calculate the superconducting critical temperatures as a
function of the pressure. Furthermore, our analysis has allowed
us to characterize several of the structural transitions as first
order, i.e., with discontinuous P (V ) behaviors (see Fig. 5); this
could lead to a possible path to stabilize metastable structures
under suitable thermodynamic conditions.

C. Ab initio predicted superconducting temperatures

Using state-of-the-art density functional theory for su-
perconductors (SCDFT) combined with density-functional
perturbation theory for the calculation of phonon dispersions
and electron-phonon coupling and linear response theory in the
random phase approximation for the evaluation of electron-
electron repulsion, we have computed the superconducting
properties (anomalous density and critical temperature, TC) for
all the identified structures of P which are dynamically stable.
The corresponding TC values are shown in the lower panel
of Fig. 1 as full (dashed) lines for ground-state (metastable)
structures.

Low pressures (0–50 GPa). As shown in the previous
section, phosphorus has an extremely rich phase diagram of
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Fig. 1. Experimental/theoretical P-T 
phase diagram of hydrogen. Shown 
are two pathways to metallic 
hydrogen, I the low temperature 
pathway and II the high temperature 
pathway. In pathway I phases for pure 
para hydrogen have lettered names: 
LP (low pressure), BSP (broken 
symmetry phase) and H-A (hydrogen-
A). The plasma phase transition (PPT) 
is the transition to liquid metallic 
atomic hydrogen. 
 

Fig. 2. Photographs of hydrogen at different stages of compression. Photos were taken with an iphone 
camera at the ocular of a modified stereo microscope, using LED illumination in the other optical path of the 
microscope. (A) At pressures to 335 GPa hydrogen was transparent. The sample was both front and back 
illuminated in this and in B; the less bright area around the sample is light reflected off of the Re gasket. (B) 
At this stage of compression the sample was black and non-transmitting. The brighter area to the upper right 
corner is due to the LED illumination which was not focused on the sample for improved contrast; (C) Photo 
of metallic hydrogen at a pressure of 495 GPa. The sample is non-transmitting and is observed in reflected 
light. The central region is clearly more reflective than the surrounding metallic rhenium gasket. The sample 
dimensions are approximately 8-10 microns with thickness ~1.2 microns (27).  
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ratio spectra through a 5-µm diameter sample. Simultaneous Raman 
spectroscopy and visual observation could be performed.

Figure 1 illustrates selected data obtained for the hydrogen sample 
in the T-DAC at 80 K during different compression and decompression 
stages. Four photographs (Fig. 1a) show the changes in the sample 
appearance. The formation of black hydrogen—that is, the transfor-
mation of hydrogen from transparent to totally opaque in the visible 
range—is observed around 310 GPa, as previously reported18, and this 
was reversible upon pressure release. The visual transformation of the 
sample at the probable insulator–metal transition is less contrasted. 
The observed metal-hydrogen sample is not highly reflective, as it 
appears darker than the surrounding rhenium gasket. As discussed 
below, this is consistent with the formation of a molecular metal instead 
of an atomic metal. The infrared signal was collected over the 800–
8,000 cm−1 wavenumber range; several raw spectra are shown in Fig. 1b. 
Up to 360 GPa, the signal intensity decreased owing to the shrinkage 
of the hydrogen sample size and the deformation of the toroidal anvil 
tip8. However, after intensity normalization, from 123 GPa to 360 GPa 
all spectra display the same shape when the hydrogen vibron peak is 
discarded (see Extended Data Fig. 1). Consequently, the variation of 
the infrared transmittance of the diamond anvil itself should remain 
negligible up to the 400 GPa range. Therefore changes in the infrared 
spectra can only be due to intrinsic properties of hydrogen. In Fig. 1a, 
two interesting features are clearly seen: (1) the strong absorption peak 
around 4,000 cm−1 is associated with the H2 vibron that appears above 
160 GPa upon the solid entering phase III, as reported previously20. This 
vibron mode broadens and shifts to lower wavenumbers with increasing 
pressure; (2) above 360 GPa, the shape of the infrared spectra display 
zeroing at high wavenumbers, evolving towards low values with pres-
sure (see Extended Data Fig. 2), which indicates the decrease of the 
hydrogen direct bandgap in the infrared range. Importantly, a very 
discernible Raman diamond edge (see inset Fig. 1c), used as the pres-
sure gauge, could be measured up to the maximum pressure and upon 
release, as a result of an elastic deformation at the diamond anvil tip 

facilitated by the toroidal shape. In Fig. 1c, the evolution of the sample 
pressure versus the force on the piston features the expected trend8,19.

In Fig. 2a, absorbance spectra have been obtained by taking a direct 
ratio of the spectrum at a given pressure to that taken at 123 GPa (after 
intensity normalization). For infrared measurements of semiconduc-
tors under pressure, the direct excitonic level (in the case of hydro-
gen, the values of the excitonic and of the direct bandgap should be 
almost identical)21 is positioned at the junction between the absorbance 
plateau and the lower energy tail, as done previously to position the 
hydrogen bandgap in the visible range18. In the present experimental 
configuration, a maximum absorbance value of just 2 could be meas-
ured. Hence, a lower bound for the bandgap should probably be inferred 
because the absorbance plateau might be at a higher value. However, 
because the hydrogen sample was about 1.6 ( ± 0.1) µm thick, the absorp-
tion coefficient associated with an absorbance of 2 is estimated to be 
about 28,000 cm−1, which is similar to the value obtained from the direct 
bandgap measurements in the visible range18. The bandgap underesti-
mation should be smaller than 0.14 eV. Around 425 GPa, a transition to a 
total infrared absorption is observed, corresponding to an absorption 
coefficient greater than 25,000 cm−1 over the whole infrared spectral 
range investigated. This is a necessary condition for the infrared obser-
vation of metal hydrogen but not definitive evidence, because the exist-
ence of a direct bandgap less than 0.1 eV—that is, below the 800 cm−1 
lower limit of the covered infrared spectral range—cannot be ruled out, 
although that seems unlikely because the nucleus zero-point energy is 
greater than this value. In Fig. 2c, the discontinuity of the transition is 
evidenced by the pressure evolution of the integrated infrared intensity 
over the 800–2,000 cm−1 wavenumber range. Upon pressure release, 
the infrared spectral intensity and shape are reversibly recovered (see 
Extended Data Fig. 2). The C2/c structure with 24 atoms per unit cell, 
henceforth C2/c-24, has been calculated to be the most probable can-
didate in the pressure range of the present measurements22. If so, from 
electronic band structure calculations21, an indirect bandgap should 
close under pressure before the direct bandgap does. Consistent with 
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Fig. 1 | A selection of measurements over the investigated pressure range.  
a, Photographs of the hydrogen sample taken at different stages of 
compression, under simultaneous front and back bright-light illumination. The 
hydrogen sample is indicated by the blue arrow. Around 310 GPa, the sample 
reversibly turns black, as illustrated by the photographs taken at 315 GPa for the 
increasing pressure path and at 300 GPa for the decreasing pressure path. At 
427 GPa, the sample is in the metallic state and is still distinguishable from the 
rhenium gasket. The red-coloured aspect at the diamond tip centre is 
attributed to the decrease of the diamond bandgap8. b, Infrared transmission 

spectra at various pressures. Intrinsic absorption features associated with the 
vibron and with the closing of the bandgap are indicated by the red stars and 
the triangle, respectively. c, Pressure evolution in hydrogen versus the helium 
membrane pressure acting on the piston of the T-DAC, during pressure 
increase (red) and decrease (blue). Inset, the high-wavenumber part of the 
Raman diamond spectra collected at three pressures. The wavenumber at the 
step used to calculate pressure is indicated as a red dot, and noted in the key. 
Solid lines are guides to the eye. a.u., arbitrary units.
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Fig. 1. Experimental/theoretical P-T 
phase diagram of hydrogen. Shown 
are two pathways to metallic 
hydrogen, I the low temperature 
pathway and II the high temperature 
pathway. In pathway I phases for pure 
para hydrogen have lettered names: 
LP (low pressure), BSP (broken 
symmetry phase) and H-A (hydrogen-
A). The plasma phase transition (PPT) 
is the transition to liquid metallic 
atomic hydrogen. 
 

Fig. 2. Photographs of hydrogen at different stages of compression. Photos were taken with an iphone 
camera at the ocular of a modified stereo microscope, using LED illumination in the other optical path of the 
microscope. (A) At pressures to 335 GPa hydrogen was transparent. The sample was both front and back 
illuminated in this and in B; the less bright area around the sample is light reflected off of the Re gasket. (B) 
At this stage of compression the sample was black and non-transmitting. The brighter area to the upper right 
corner is due to the LED illumination which was not focused on the sample for improved contrast; (C) Photo 
of metallic hydrogen at a pressure of 495 GPa. The sample is non-transmitting and is observed in reflected 
light. The central region is clearly more reflective than the surrounding metallic rhenium gasket. The sample 
dimensions are approximately 8-10 microns with thickness ~1.2 microns (27).  
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ratio spectra through a 5-µm diameter sample. Simultaneous Raman 
spectroscopy and visual observation could be performed.

Figure 1 illustrates selected data obtained for the hydrogen sample 
in the T-DAC at 80 K during different compression and decompression 
stages. Four photographs (Fig. 1a) show the changes in the sample 
appearance. The formation of black hydrogen—that is, the transfor-
mation of hydrogen from transparent to totally opaque in the visible 
range—is observed around 310 GPa, as previously reported18, and this 
was reversible upon pressure release. The visual transformation of the 
sample at the probable insulator–metal transition is less contrasted. 
The observed metal-hydrogen sample is not highly reflective, as it 
appears darker than the surrounding rhenium gasket. As discussed 
below, this is consistent with the formation of a molecular metal instead 
of an atomic metal. The infrared signal was collected over the 800–
8,000 cm−1 wavenumber range; several raw spectra are shown in Fig. 1b. 
Up to 360 GPa, the signal intensity decreased owing to the shrinkage 
of the hydrogen sample size and the deformation of the toroidal anvil 
tip8. However, after intensity normalization, from 123 GPa to 360 GPa 
all spectra display the same shape when the hydrogen vibron peak is 
discarded (see Extended Data Fig. 1). Consequently, the variation of 
the infrared transmittance of the diamond anvil itself should remain 
negligible up to the 400 GPa range. Therefore changes in the infrared 
spectra can only be due to intrinsic properties of hydrogen. In Fig. 1a, 
two interesting features are clearly seen: (1) the strong absorption peak 
around 4,000 cm−1 is associated with the H2 vibron that appears above 
160 GPa upon the solid entering phase III, as reported previously20. This 
vibron mode broadens and shifts to lower wavenumbers with increasing 
pressure; (2) above 360 GPa, the shape of the infrared spectra display 
zeroing at high wavenumbers, evolving towards low values with pres-
sure (see Extended Data Fig. 2), which indicates the decrease of the 
hydrogen direct bandgap in the infrared range. Importantly, a very 
discernible Raman diamond edge (see inset Fig. 1c), used as the pres-
sure gauge, could be measured up to the maximum pressure and upon 
release, as a result of an elastic deformation at the diamond anvil tip 

facilitated by the toroidal shape. In Fig. 1c, the evolution of the sample 
pressure versus the force on the piston features the expected trend8,19.

In Fig. 2a, absorbance spectra have been obtained by taking a direct 
ratio of the spectrum at a given pressure to that taken at 123 GPa (after 
intensity normalization). For infrared measurements of semiconduc-
tors under pressure, the direct excitonic level (in the case of hydro-
gen, the values of the excitonic and of the direct bandgap should be 
almost identical)21 is positioned at the junction between the absorbance 
plateau and the lower energy tail, as done previously to position the 
hydrogen bandgap in the visible range18. In the present experimental 
configuration, a maximum absorbance value of just 2 could be meas-
ured. Hence, a lower bound for the bandgap should probably be inferred 
because the absorbance plateau might be at a higher value. However, 
because the hydrogen sample was about 1.6 ( ± 0.1) µm thick, the absorp-
tion coefficient associated with an absorbance of 2 is estimated to be 
about 28,000 cm−1, which is similar to the value obtained from the direct 
bandgap measurements in the visible range18. The bandgap underesti-
mation should be smaller than 0.14 eV. Around 425 GPa, a transition to a 
total infrared absorption is observed, corresponding to an absorption 
coefficient greater than 25,000 cm−1 over the whole infrared spectral 
range investigated. This is a necessary condition for the infrared obser-
vation of metal hydrogen but not definitive evidence, because the exist-
ence of a direct bandgap less than 0.1 eV—that is, below the 800 cm−1 
lower limit of the covered infrared spectral range—cannot be ruled out, 
although that seems unlikely because the nucleus zero-point energy is 
greater than this value. In Fig. 2c, the discontinuity of the transition is 
evidenced by the pressure evolution of the integrated infrared intensity 
over the 800–2,000 cm−1 wavenumber range. Upon pressure release, 
the infrared spectral intensity and shape are reversibly recovered (see 
Extended Data Fig. 2). The C2/c structure with 24 atoms per unit cell, 
henceforth C2/c-24, has been calculated to be the most probable can-
didate in the pressure range of the present measurements22. If so, from 
electronic band structure calculations21, an indirect bandgap should 
close under pressure before the direct bandgap does. Consistent with 
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Fig. 1 | A selection of measurements over the investigated pressure range.  
a, Photographs of the hydrogen sample taken at different stages of 
compression, under simultaneous front and back bright-light illumination. The 
hydrogen sample is indicated by the blue arrow. Around 310 GPa, the sample 
reversibly turns black, as illustrated by the photographs taken at 315 GPa for the 
increasing pressure path and at 300 GPa for the decreasing pressure path. At 
427 GPa, the sample is in the metallic state and is still distinguishable from the 
rhenium gasket. The red-coloured aspect at the diamond tip centre is 
attributed to the decrease of the diamond bandgap8. b, Infrared transmission 

spectra at various pressures. Intrinsic absorption features associated with the 
vibron and with the closing of the bandgap are indicated by the red stars and 
the triangle, respectively. c, Pressure evolution in hydrogen versus the helium 
membrane pressure acting on the piston of the T-DAC, during pressure 
increase (red) and decrease (blue). Inset, the high-wavenumber part of the 
Raman diamond spectra collected at three pressures. The wavenumber at the 
step used to calculate pressure is indicated as a red dot, and noted in the key. 
Solid lines are guides to the eye. a.u., arbitrary units.



Hydrogen metallization: P > 450 GPa

Modern anvil cell reaches 350 GPa 
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Hydrogen Dominant Metallic Alloys: High Temperature Superconductors?
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The arguments suggesting that metallic hydrogen, either as a monatomic or paired metal, should be a
candidate for high temperature superconductivity are shown to apply with comparable weight to alloys
of metallic hydrogen where hydrogen is a dominant constituent, for example, in the dense group IVa
hydrides. The attainment of metallic states should be well within current capabilities of diamond anvil
cells, but at pressures considerably lower than may be necessary for hydrogen.

DOI: 10.1103/PhysRevLett.92.187002 PACS numbers: 74.10.+v, 71.30.+h

Recent observations of superconductivity in lithium at
high pressures [1–3] with transition temperatures Tc ris-
ing as high as 15 K appear to suggest that experimental
interest in the possibility of superconductivity in systems
involving the light elements at high densities may be well
merited. The extension to the light elements in combina-
tion has been potently illustrated with the discovery of
superconductivity at impressively high temperatures in
MgB2 [4], a system with eight electrons per unit cell
and in overlapping bands. In metallic form the lightest
of all elements, hydrogen, is predicted to be a super-
conductor [5] with high transition temperatures in mona-
tomic structures and even higher in structures where, in
band-overlap states, protons retain their pairing [6]. As
potential superconductors hydrides have also been raised
in the past [7] for moderate or relatively low hydrogen
content. The point in what follows is to consider eventual
metallic and superconducting states of mainly covalent
metallic hydrides, with even larger hydrogen content. It
will be illustrated in group IVa hydrides where for simple
structures, there are again eight electrons per unit cell. In
such combinations a critical observation is that in a
chemical sense hydrogen has already undergone a form
of ‘‘precompression’’ [8] and that once impelled by fur-
ther external pressure to enter a metallic phase the elec-
trons from both the hydrogen and the group IVa element
may participate in common overlapping bands. In-
dividually tin and lead are both superconductors, as are
germanium and silicon once impelled by pressure to enter
the metallic state.

The central physical feature of these systems is to be
found in the scales of energies associated with their lattice
dynamics. They are exceedingly high for the less massive
protons (as in metallic hydrogen) but there are also lower
frequency branches for the more massive ions, these hav-
ing much higher charges and leading also to ostensibly
stronger electron couplings. As sole constituents they
might well conform to strong-coupling superconductors
with phonons as exchange bosons. The overlapping bands
of the compressed hydrides will be wide, the density of
states generally high, and the electron-ion interactions,

from protons and group IVa ions, significant. Under con-
ditions of density where these systems would be described
as wideband insulators, or even semiconductors, simple
structures can lead to complete occupancy of four bands,
as would be the case in MgB2. It is clear that subsequent
attainment of a band-overlap state of contiguous bands
will lead to a compensated metal with a Fermi surface in
several zones, an important point for what follows since
this circumstance favors significant contributions from
umklapp (or interband) terms arising from the electron-
phonon coupling. Because of the dominance of umklapp
processes in this problem, the well known difficulty of
dealing quantitatively with these will eventually neces-
sitate more detailed assessments than are given here.

Given the wideband character of the metallic phases,
the Morel-Anderson or Coulomb pseudopotential !! en-
tering into approximations for the superconducting tran-
sition temperature is also expected to be favorable for the
onset of a superconducting phase, and especially so if the
structures taken up promote formation of a compensated
metal (an even number of electrons per unit cell is man-
dated). The arguments supporting metallic hydrogen as a
possible candidate for high temperature superconductiv-
ity should therefore carry through as well for these
hydrides but possibly with an additional physical boost
from the lower mode frequencies and the further possi-
bility of tuning them to values that are optimal in pursuit
of higher Tc’s. In terms of required pressures the onset of
the metallic phases may well occur at values considerably
lower than are required to drive hydrogen metallic, as
will be seen.

Let rs be the standard measure of the average valence
electron density for a system. Some important dynamical
energy scales can now be set; first, the proton plasmon
energy for a metallic state of hydrogen is (in Rydbergs)
!h!p;p " #me=mn$1=22

!!!

3
p

=r3=2s . Here mn is the mass of the
nucleon, me the mass of an electron, and !h!p;e the plas-
mon energy for electrons. Second, for a group IVa hydride
the equivalent energy for an acoustic plasmon, when Amn
is the mass of the nucleus involved, is (in Rydbergs)
#me=mn$1=22

!!!

3
p

%8=#A& 4$'1=2, and for germane, for
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Superconductivity in Hydrogen
Dominant Materials: Silane
M. I. Eremets,1* I. A. Trojan,1† S. A. Medvedev,1 J. S. Tse,2 Y. Yao2

The metallization of hydrogen directly would require pressure in excess of 400 gigapascals (GPa),
out of the reach of present experimental techniques. The dense group IVa hydrides attract
considerable attention because hydrogen in these compounds is chemically precompressed and a
metallic state is expected to be achievable at experimentally accessible pressures. We report the
transformation of insulating molecular silane to a metal at 50 GPa, becoming superconducting at a
transition temperature of Tc = 17 kelvin at 96 and 120 GPa. The metallic phase has a hexagonal
close-packed structure with a high density of atomic hydrogen, creating a three-dimensional
conducting network. These experimental findings support the idea of modeling metallic
hydrogen with hydrogen-rich alloy.

The transformation of molecular hydrogen
to a metal has been the subject of intense
theoretical and experimental studies (1–6).

However, the task of reaching the state of metal-
lic hydrogen directly lies outside the possibilities
of current techniques, requiring pressures in ex-
cess of ~400 GPa (7, 8). To circumvent this prob-
lem, it was proposed to compress hydrogen-rich
compounds such as CH4 and SiH4 (9), in which
the electron density on the hydrogen atoms is
equivalent to pure hydrogen compressed tomega-
bar pressures and therefore they are expected to
metallize at much lower pressures. For the same
reasons as for metallic hydrogen, very high
Debye temperature and a strong electron-phonon
interaction are expected, and it has been proposed
that the metallic hydrides are candidates for high-

temperature superconductors. This suggestion
has motivated considerable theoretical activity
(10–15). First-principle calculations have pre-
dicted several probable structures for silane,
SiH4, and different estimates for metallization
pressures starting from as low as 20 to 90 GPa,
with very high critical temperature for supercon-
ducting transition of Tc ≈ 40 to 260 K (10–12).
Metallization for GeH4 (13) and superconduc-
tivity of SnH4 with Tc close to 80 K at 120 GPa
for SnH4 (15) have also been predicted.

Experimental data on the hydrogen-rich com-
pounds at high pressure are scarce. X-ray dif-
fraction shows that at ambient pressure solid
silane has a SnBr4-type structure and remains in
molecular state at pressures at least up to 25 GPa
(16). Reflection and transmission experiments in-
dicate that at very high pressures of 288 GPa,
methane displays semiconductor properties (17),
although calculations shownometallizationwith-
in the experimentally accessible pressure range
(14).

We report here extensive studies of 10 sam-
ples of silane at pressures up to nearly 200 GPa
using Raman scattering, electrical resistance mea-

surements, optical absorption, and x-ray powder
diffraction. Starting from a few GPa, the Raman
spectra show the characteristic bands around
2200 cm−1 and 900 cm−1, corresponding to n3,
n1, and n4 modes of internal vibrations of mo-
lecular SiH4, in accordance with known data at
ambient pressure (18) (Fig. 1A). Discontinuities
in the pressure dependence of Raman frequencies
at 5 to 7 GPa and near 25 GPa indicate possible
phase transitions (16). Between 50 and 65 GPa,
the sample suddenly darkened and Raman spec-
tra could no longer be detected. Electrical resist-
ance measurements (Fig. 2A) showed that the
sample resistance at room temperature dropped
sharply, indicating the transformation to a me-
tal (19). On cooling, a typical metallic behavior
of the resistance was observed and eventually
becoming superconducting (SC) at Tc ≈ 7 K (Fig.
2B). Upon further compression, the sample be-
came completely opaque at 76 GPa, and Tc in-
creased, with pressure up to 17.5 K at 96 GPa
and 17 K at 120 GPa (Fig. 2C). At higher pres-
sures, Tc decreases to 8.8 K at 165 GPa and is
then likely to increase again to 11.3 K at 192 GPa
(Fig. 2C). The behavior of Tc between 90 GPa
and 120 GPa is suggestive that higher values of
critical temperature of superconductivity may be
possible. However, uncontrollable change of pres-
sure during sample loading (20) prohibited us from
studying this regime in detail.

We clarified that the SC could not be af-
fected by the Pt electrodes (fig. S1). Neither can
the SC be attributed to pure silicon (20) as a re-
sult of possible decomposition of silane (11). We
avoided decomposition by loading silane and per-
forming measurements at low temperatures below
120 to 150 K. We found that the integrity of the
sample is preserved when warmed to 300 K at
pressures only above 100 GPa.

The observation of metallization and super-
conductivity in SiH4 is in agreement with predic-
tions (9). However, the pressure of metallization
and the observed Tc values are different from
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developing over several days and involving only
a part of the sample at room temperature. The
transformation can be accelerated significantly
by heating to T > 400 K. After annealing for
several hours, nearly the entire sample (except
the edges of the sample and gasket) transformed
to the transparent phase (Figs. 2A). Concurrent
with the onset of transparency, a Raman signal
appears and grows with time to a very pro-
nounced spectrum (Fig. 1A). This spectrum ap-
pears at a pressure of ≈113 GPa after annealing
for several months at 450 K, while the sample
remains completely opaque. Evidently, two dis-
tinct phases coexist to the highest experimental
pressure of 192 GPa. In addition to the prominent
Raman scattering, the transparent phase reveals a
strong band at 2.45 eV in the optical absorption
spectrum. When the pressure was released from
160 GPa, the transparent phase persisted at least
down to 36GPa, where the Raman signal became
weaker (Fig. 1B).

The transparent phase produces sharp, spotty
rings (Fig. 3B) in the x-ray diffraction patterns.
We determined its structure to be a body-centered
tetragonal, with lattice parameters a = b = 3.03 Å
and c = 6.87 Å at 160 GPa. The experimental
diffraction pattern can be described by a I41/a
structure, with Si atoms occupying the 4b
positions (0, 0, 0.5) (Fig. 3B). The structure and
its lattice parameters are in agreement with the
I41/a phase predicted to be thermodynamically
stable and insulating in the pressure range 50 to

250 GPa (11). Following this theoretical work,
we place the H atoms in the 16f positions
(0.3676, 0.2166, 0.4328) (Fig. 3D). The Raman
spectrum calculated for this structure with
density-functional perturbation theory (24) is in
agreement with the experiment (Fig. 1C). There-
fore, the transparent I41/a phase is undoubtedly
stoichiometric silane. On the other hand, as de-
scribed above, at low pressures molecular silane
was stoichiometric, as the Raman spectra are
typical for molecular SiH4 (18). Therefore, under
pressure the molecular phase transforms succes-
sively to the metallic P63 phase, then into the
transparent I41/a phase (Figs. 2A). Because there
is no evidence for Si or H2 (20), the intermediate
metallic P63 phase should also be stoichiometric.

We now can understand the observed con-
ductance and superconductivity behavior of
silane at pressures above 120 GPa with the
coexistence of the metallic phase and the trans-
parent insulating I41/a phase. The sharp increase
of Tcwith pressure of ~100 GPa (Fig. 2C)may be
related to rapid changes in the Fermi surface that
affect electron-phonon coupling substantially
(e.g., due to nesting) at a narrow pressure range.
Because a complete structural model for the P63
phase is not available, we will not speculate on
the mechanism further.

The observed transformations in stoichiomet-
ric silane with pressure are unusual. Molecular
SiH4 at a pressure of ≈50 GPa does not transform
to the predicted thermodynamically stable I41/a

phase (11) but instead collapses to a significantly
denser P63 phase (Fig. 4). According to theoret-
ical calculations (11), a metallic C2/c structure,
which is structurally similar to P63 (21), is stable
above 250 GPa. The appearance of the metallic
phase at 50 GPa may be kinetically driven. It is
likely that these two phases are indeed generical-
ly connected to each other because extrapolation
of V(P) for P63 phase to 250 GPa gives a volume
close to the predicted value for theoretical C2/c
structure (Fig. 4).

Despite the high internal energy of the
metallic phase, the Gibbs energy can be low. As
the Gibbs free energy is the sum of three terms—
the internal energy, the PVwork, and the entropy—
the overall stability of a higher internal energy
metastable structure can be stabilized by having a
much smaller volume and a large entropy. In this
case, the P63 phase reported here indeed has a
much smaller volume than the I41/a phase.More-
over, the possibility of disordering in the H
positions may also help to increase the entropy.
The P63 and I41/a phases can be separated with a
significant kinetic barrier because of a large
difference in volumes. This difference decreases
with pressure (Fig. 4), and therefore transforma-
tion to I41/a phase becomes possible. Interest-
ingly, at the highest pressures of ~200 GPa, this
transformation slows down, apparently because
volumes (Fig. 4) and energies of the two phases
approach each other.
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Crystal and Molecular Structure and Visualization
software (Crystal Impact, Bonn, Germany)] for the
P63 structure with lattice parameters a= b=2.671Å
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phase. The experimental integrated diffraction
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sample. The tick marks below the profile show the

calculated reflection positions. Green ticks and labels in (B) indicate reflections from residual metallic
phase coexisting at 160 GPa with I41/a phase. Lattice parameters of metallic phase at this pressure are
a = b = 2.62 Å and c = 4.39 Å, V = 13.1 Å3/formula unit. Gray spheres in (C) and (D) represent silicon
atoms; the blue spheres are hydrogen atoms. The sublattice of hydrogen atoms in the inferred positions
in the metallic P63 structure is shown by red lines. Both phases weremeasured at 113 GPa, 160 GPa, and
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predictions (10–12) for various structures. We
therefore studied the structure of the sample. We
indexed the diffraction pattern of the metallic
phase at 113 GPa with a primitive hexagonal cell
with lattice parameters a = b = 2.67 Å and c =
4.49 Å. The diffraction pattern is well described
by a hexagonal close-packed (hcp) structure of Si
atoms with two formula units per unit cell (Fig.
3A): The c/a ratio of 1.679 is close to the ideal
hcp structure of c/a = 1.633. Although x-ray
diffraction provides exact positions of Si atoms,
the positions of hydrogen atoms cannot be
determined from the diffraction pattern because
of the very low atomic scattering factor. Fortu-
nately, the close-packed arrangement of Si atoms
proposes the unique set of positions for eight H
atoms in the interstices of the unit cell. In the hcp
structure, there are only four tetrahedral inter-
stices and two octahedral ones, which are almost
twice as large as the tetrahedral cages. Therefore,

the only way to place eight hydrogen atoms in the
interstices of the unit cell is to have four hydrogen
atoms occupy all tetrahedral interstices and the
other four H atoms located in pairs in the large
octahedral cages (Fig. 3C) (21). The resulting
P63 structure is a compact packing of silicon and
hydrogen atoms with covalent radii 1.11 Å and
0.37 Å, respectively. This structure can be con-
sidered as an ordered interstitial alloy of 20% of
Si and 80% of hydrogen.

The resulting sublattice of hydrogen atoms is
notable: In the ab-plane, they form regular hex-
agonal layers with an H-H distance of 1.54 Å,
connected along the c-axis with an interlayer dis-
tance of 1.18 Å (Fig. 3C). Even the longest H-H
distance within hexagons is shorter than the
nearest H-Si distance (1.65 Å) (22). Thus, hy-
drogen atoms in the metallic P63 structure form a
regular three-dimensional (3D) sublattice with
considerable electronic hybridization due to short

H-H distances. The exact positions of hydrogen
atoms could be determined with a neutron-
scattering technique. However, the current tech-
nology limits the pressure under 40 GPa. Despite
not knowing the exact positions of hydrogen
atoms in the P63 phase, we can estimate an aver-
age density of hydrogen by subtracting the atomic
volume of pure silicon from the sample volume
measured at the same pressure (Fig. 4). At 60
GPa, it gives 4.5 Å3 for four hydrogen atoms,
which corresponds to the volume per H2molecule
of molecular hydrogen at 500 GPa (the pressures
are obtained by extrapolation of equation of states
(EOS) from (23)).

The metallic P63 phase is apparently stable in
the 50 to 110 GPa range. However, if the sample
is compressed to pressures ≥120 GPa, it trans-
forms into a transparent phase, first appearing at
the center of the sample, then spreadingwith time
toward the edges. This transformation is slow,

Fig. 2. Electrical resistance and
superconductivity in silane. (A) Photo-
graphs of silane at 125 GPa taken in
transmitted (above) and reflected (be-
low) light after annealing at T= 400°C.
Silane is transparent at this pressure;
nevertheless, it noticeably reflects light.
(B) A representative superconducting
step on the temperature dependence of
resistance of silane at 192 GPa and 125
GPa (inset). Arrows indicate Tc. Electri-
cal measurements were performed be-
fore the annealing, when an essential
part of the sample remained in the
metallic phase. (C) Pressure depen-
dence of the critical transition temper-
ature Tc of silane. The solid circles are
data obtained when pressure was in-
creasing, whereas the open circles show
data obtained upon releasing pressure.
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softens. No Raman signal could be
detected in the 50- to 110-GPa range
because the sample became opaque.
At higher pressures, a strong Raman
signal appeared from a new phase. This
phase has a large hysteresis, and a
strong Raman signal persisted to low
pressures upon releasing pressure (red points). (C) Comparison of ex-
perimental and calculated Raman spectra at 151 GPa. Asterisks denote
features of the Raman band of stressed diamonds. The Raman modes below
400 cm−1 are assigned to Si translation modes. The vibrations between

1000 and 1500 cm−1 are attributed to H-Si-H bending modes. The high-
frequency modes from 1800 to 2000 cm−1 are localized Si-H stretching
vibrations. The strongest Raman band at 2083 cm−1 is assigned to an Ag
Si-H stretch.
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Hydrogen sulfide (H2S) is a prototype molecular system and a sister molecule of water (H2O). The
phase diagram of solid H2S at high pressures remains largely unexplored arising from the challenges
in dealing with the pressure-induced weakening of S–H bond and larger atomic core difference be-
tween H and S. Metallization is yet achieved for H2O, but it was observed for H2S above 96 GPa.
However, the metallic structure of H2S remains elusive, greatly impeding the understanding of its
metallicity and the potential superconductivity. We have performed an extensive structural study on
solid H2S at pressure ranges of 10–200 GPa through an unbiased structure prediction method based
on particle swarm optimization algorithm. Besides the findings of candidate structures for nonmetal-
lic phases IV and V, we are able to establish stable metallic structures violating an earlier proposal
of elemental decomposition into sulfur and hydrogen [R. Rousseau, M. Boero, M. Bernasconi, M.
Parrinello, and K. Terakura, Phys. Rev. Lett. 85, 1254 (2000)]. Our study unravels a superconductive
potential of metallic H2S with an estimated maximal transition temperature of ∼80 K at 160 GPa,
higher than those predicted for most archetypal hydrogen-containing compounds (e.g., SiH4, GeH4,
etc.). © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4874158]

I. INTRODUCTION

Information on the structures of hydrogen-containing
molecular systems at high pressures is central to many prob-
lems in physics, chemistry, and allied sciences.1 Due to
the alteration of interatomic interactions and the redistribu-
tion of electron density, a variety of fascinating physical
phenomena have been observed or predicted for hydrogen-
containing molecular compounds under pressure. Among
these phenomena, the ubiquitous presence of a superconduct-
ing state in various high-pressure phases is attractive, since
a large number of hydrogen-containing compounds (e.g.,
SiH4,2–4 SnH4,5, 6 GeH4,7 SiH4(H2)2,8 etc.) have been pre-
dicted (or even observed2) to be superconductive at pressures
(90–250 GPa) accessible to current experiments. Interest-
ingly, many hydrogen-containing compounds were predicted
to possess very high superconducting transition tempera-
tures (Tc), e.g., 64 K in GeH4 (220 GPa),7 80 K in SnH4

(120 GPa),6 and striking ∼100 K in SiH4(H2)2 (250 GPa).8

H2S is an analog of water (H2O) at the molecular
level. However, the phase diagram of solid H2S at high
pressures up to 100 GPa9–12 is fundamentally different
from that of H2O. At ambient pressure, H2S crystallizes
in three typically molecular solids (phases I–III, depen-
dent upon temperature13, 14). Upon compression, H2S trans-
forms into three high-pressure phases (phases IV, V, and
VI9–12). Due to the extremely weak X-ray scattering of hy-

a)yinwei_li@jsnu.edu.cn
b)mym@jlu.edu.cn

drogen, the crystal structures of these high-pressure phases
are under intensive debate.15–20 Experimentally, tetragonal
I41/acd and monoclinic Pc structures have been suggested
for phase IV by Fujihisa et al.15 and Endo et al.,16 re-
spectively. Theoretically, ab initio molecular dynamics (MD)
simulations17–19 at low temperatures (100–300 K) have pro-
posed three candidate structures for phase IV: partially
rotational disordered tetragonal P42/ncm (T = 300 K),17

orthorhombic Pbca,18 and Ibca (T = 100 K).19 Pressur-
izing from an initial configuration of the P42/ncm struc-
ture, MD simulations20 at room temperature predicted two
orthorhombic structures with symmetries of Pmn21 and
Cmc21 as candidates for phases V and VI, respectively.
The large structure diversity proposed for solid H2S posts
great challenges in understanding of its high-pressure phase
diagram. Further investigation on the high-pressure structures
of H2S is greatly demanded.

The most fascinating topic about H2S is its metalliza-
tion at moderate pressure (∼96 GPa). This is in contrast
to the situation in H2O, where decomposition into H2O2

and a hydrogen-rich H2+δO (δ ≥ 1/8) compound at terapas-
cal pressure regions21 was predicted before the metalliza-
tion. Optical experiments11 showed that the color of H2S
changes from thin yellow to black at ∼27 GPa, indicating a
large decrease of the band gap. An infrared spectral study12

demonstrated that H2S eventually turns into a metal at ∼96
GPa. It is essential to uncover the metallic structure in or-
der to understand the metallicity of H2S and its potential
superconductivity. To note, the metallization has been inter-
preted as the metallization of elemental sulfur rather than the

0021-9606/2014/140(17)/174712/7/$30.00 © 2014 AIP Publishing LLC140, 174712-1

174712-6 Li et al. J. Chem. Phys. 140, 174712 (2014)

FIG. 5. (a) Pressure dependence of Tc within P-1 and Cmca phases. Insets in (a) show the evolutions of the NF (left panel) and the logarithmic average
phonon frequency (ωlog) and λ (right panel) with pressure. (b) and (c) show the spectral functions α2F(ω)/ω and electron-phonon coupling integration of λ(ω)
at selected pressures for P-1 and Cmca structures, respectively. Shaded regions in (b) show the significant contribution of three strong peaks of α2F(ω)/ω
to λ.

energetically stable superconducting structures of H2S, which
can simulate future experiments. Especially, the molecular
dissociation of H2S observed in experiment12 has been well
described with the structures predicted by CALYPSO. The
S–H bond breaking, proton motion, and eventual formation
of S–S bonds have been clearly demonstrated with the struc-
ture evolution of H2S. The results presented here highly indi-
cate that CALYPSO is a very promising and powerful tool to
predict the solid structures of molecules, such as H2O, NH3,
etc.

IV. CONCLUSION

In summary, we have performed extensively first-
principles structure searching calculations on H2S in a large
pressure regime of 10–200 GPa. Five high-pressure phases
were predicted and are found to be energetically more stable
than all earlier structures at certain pressure ranges, leading
to a fundamental modification of the entire zero-temperature
high-pressure phase diagram of H2S. Our results have led us
to predict that H2S is thermodynamically stable with respect
to elemental decomposition into sulfur and hydrogen at least
up to 200 GPa. This result stands in sharp contrast with ear-

lier proposal on compositional instability of H2S and revises
our understanding on the observed metallicity of H2S. More-
over, our electron-phonon coupling calculations have pro-
posed high superconductive potential of the metallic H2S. Our
work will stimulate the future high-pressure experiments on
the structural and conductivity measurements.
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I. INTRODUCTION

Information on the structures of hydrogen-containing
molecular systems at high pressures is central to many prob-
lems in physics, chemistry, and allied sciences.1 Due to
the alteration of interatomic interactions and the redistribu-
tion of electron density, a variety of fascinating physical
phenomena have been observed or predicted for hydrogen-
containing molecular compounds under pressure. Among
these phenomena, the ubiquitous presence of a superconduct-
ing state in various high-pressure phases is attractive, since
a large number of hydrogen-containing compounds (e.g.,
SiH4,2–4 SnH4,5, 6 GeH4,7 SiH4(H2)2,8 etc.) have been pre-
dicted (or even observed2) to be superconductive at pressures
(90–250 GPa) accessible to current experiments. Interest-
ingly, many hydrogen-containing compounds were predicted
to possess very high superconducting transition tempera-
tures (Tc), e.g., 64 K in GeH4 (220 GPa),7 80 K in SnH4

(120 GPa),6 and striking ∼100 K in SiH4(H2)2 (250 GPa).8

H2S is an analog of water (H2O) at the molecular
level. However, the phase diagram of solid H2S at high
pressures up to 100 GPa9–12 is fundamentally different
from that of H2O. At ambient pressure, H2S crystallizes
in three typically molecular solids (phases I–III, depen-
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drogen, the crystal structures of these high-pressure phases
are under intensive debate.15–20 Experimentally, tetragonal
I41/acd and monoclinic Pc structures have been suggested
for phase IV by Fujihisa et al.15 and Endo et al.,16 re-
spectively. Theoretically, ab initio molecular dynamics (MD)
simulations17–19 at low temperatures (100–300 K) have pro-
posed three candidate structures for phase IV: partially
rotational disordered tetragonal P42/ncm (T = 300 K),17

orthorhombic Pbca,18 and Ibca (T = 100 K).19 Pressur-
izing from an initial configuration of the P42/ncm struc-
ture, MD simulations20 at room temperature predicted two
orthorhombic structures with symmetries of Pmn21 and
Cmc21 as candidates for phases V and VI, respectively.
The large structure diversity proposed for solid H2S posts
great challenges in understanding of its high-pressure phase
diagram. Further investigation on the high-pressure structures
of H2S is greatly demanded.

The most fascinating topic about H2S is its metalliza-
tion at moderate pressure (∼96 GPa). This is in contrast
to the situation in H2O, where decomposition into H2O2

and a hydrogen-rich H2+δO (δ ≥ 1/8) compound at terapas-
cal pressure regions21 was predicted before the metalliza-
tion. Optical experiments11 showed that the color of H2S
changes from thin yellow to black at ∼27 GPa, indicating a
large decrease of the band gap. An infrared spectral study12

demonstrated that H2S eventually turns into a metal at ∼96
GPa. It is essential to uncover the metallic structure in or-
der to understand the metallicity of H2S and its potential
superconductivity. To note, the metallization has been inter-
preted as the metallization of elemental sulfur rather than the
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FIG. 5. (a) Pressure dependence of Tc within P-1 and Cmca phases. Insets in (a) show the evolutions of the NF (left panel) and the logarithmic average
phonon frequency (ωlog) and λ (right panel) with pressure. (b) and (c) show the spectral functions α2F(ω)/ω and electron-phonon coupling integration of λ(ω)
at selected pressures for P-1 and Cmca structures, respectively. Shaded regions in (b) show the significant contribution of three strong peaks of α2F(ω)/ω
to λ.

energetically stable superconducting structures of H2S, which
can simulate future experiments. Especially, the molecular
dissociation of H2S observed in experiment12 has been well
described with the structures predicted by CALYPSO. The
S–H bond breaking, proton motion, and eventual formation
of S–S bonds have been clearly demonstrated with the struc-
ture evolution of H2S. The results presented here highly indi-
cate that CALYPSO is a very promising and powerful tool to
predict the solid structures of molecules, such as H2O, NH3,
etc.

IV. CONCLUSION

In summary, we have performed extensively first-
principles structure searching calculations on H2S in a large
pressure regime of 10–200 GPa. Five high-pressure phases
were predicted and are found to be energetically more stable
than all earlier structures at certain pressure ranges, leading
to a fundamental modification of the entire zero-temperature
high-pressure phase diagram of H2S. Our results have led us
to predict that H2S is thermodynamically stable with respect
to elemental decomposition into sulfur and hydrogen at least
up to 200 GPa. This result stands in sharp contrast with ear-

lier proposal on compositional instability of H2S and revises
our understanding on the observed metallicity of H2S. More-
over, our electron-phonon coupling calculations have pro-
posed high superconductive potential of the metallic H2S. Our
work will stimulate the future high-pressure experiments on
the structural and conductivity measurements.
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The high pressure structures, metallization, and superconductivity of recently synthesized H2-containing
compounds (H2S)2H2 are elucidated by ab initio calculations. The ordered crystal structure with P1
symmetry is determined, supported by the good agreement between theoretical and experimental X-ray
diffraction data, equation of states, and Raman spectra. The Cccm structure is favorable with partial
hydrogen bond symmetrization above 37 GPa. Upon further compression, H2 molecules disappear and two
intriguing metallic structures with R3m and Im-3m symmetries are reconstructive above 111 and 180 GPa,
respectively. The predicted metallization pressure is 111 GPa, which is approximately one-third of the
currently suggested metallization pressure of bulk molecular hydrogen. Application of the
Allen-Dynes-modified McMillan equation for the Im-3m structure yields high Tc values of 191 K to 204 K
at 200 GPa, which is among the highest values reported for H2-rich van der Waals compounds and MH3 type
hydride thus far.

C
losed shell systems (e.g., H2O, H2S, CH4, SiH4, GeH4, NH3BH3, Ar, Kr, and Xe) can absorb additional H2

molecules under high pressure conditions, forming a series of new H2-containing stoichiometric com-
pounds, such as H2O(H2)1, (H2S)2H2

2, CH4(H2)4
3, SiH4(H2)2

4,5, GeH4(H2)2
6, NH3BH3(H2)x

7,8, Ar(H2)2
9,

Kr(H2)4
10, and Xe(H2)8

11. Given their high amount of hydrogen, these compounds are potential energy storage
materials and high-temperature superconductors. For example, CH4(H2)4 with 33.4 wt% high hydrogen content
is a potentially high hydrogen storage material12. Metallic hydrogen is one of the most important physical
problems in high-pressure research, which is believed to be a room-temperature superconductor13,14. However,
the metallization of hydrogen is still under debate in laboratories15,16. Hydrogen-rich compounds, such as GaH3

17,
GeH3

18, Si2H6
19,20, SiH4

21–24, GeH4
25, KH6

26, CaH6
27

, SiH4(H2)2
28, and GeH4(H2)2

29 are extensively explored as
alternatives because their metallization can occur at relatively lower pressures through chemical pre-compres-
sions, which present high temperature superconductivity. H2-containing compounds SiH4(H2)2 and GeH4(H2)2

have been predicted to have high Tc values of 98 K to 107 K at 250 GPa and 76 K to 90 K at 250 GPa (with the
Coulomb parameter m* 5 0.1–0.13), respectively28,29. For the MH3 (M 5 Ga, Ge, Si) type hydride, Tc is estimated
theoretically to be 76 K to 86 K (m* 5 0.120.13) at 160 GPa17, 140 K (m* 5 0.13) at 180 GPa18, and 139 K to
153 K (m*5 0.120.13) at 275 GPa19, respectively. Theoretical predictions also revealed that the Tc of sodalite-like
CaH6 at 150 GPa reached 220 K to 235 K (m*5 0.120.13)27. Considering that H2 is the most abundant substance
in the universe, the behavior of H2-containing compounds over a broad P–T range is important for planetary
sciences.

Recently, Strobel et al. reported that mixing hydrogen sulfide (H2S) and hydrogen (H2) can form a stoichi-
ometric compound (H2S)2H2 near 3.5 GPa, which is characteristic of a rotationally disordered structure2. X-ray
diffraction (XRD) results have indicated that this structure belongs to the tetragonal space group I4/mcm. The
experimental Raman data indicated that an ordering process occurred with structural transformation above
17 GPa. A candidate structure with space group I222 was proposed by ab initio density functional theory (DFT)
calculations through structural optimizations. However, obtaining the most stable structure only by structural
relaxation is difficult because of potential energy barrier. Another unexpected structure can possibly become
stable instead.

We have taken a new route in this study using the recently fast-developed evolutionary algorithm Universal
Structure Predictor: Evolutionary Xtallography (USPEX)30–32 to explore the high-pressure ordered crystal struc-
tures of (H2S)2H2. We found that a triclinic (P1) structure is energetically favorable. Motivated by the metalliza-
tion and potential high-temperature superconductivity in (H2S)2H2, higher pressure structures have been

OPEN

SUBJECT AREAS:
THEORY AND

COMPUTATION

CONDENSED-MATTER PHYSICS

Received

7 July 2014

Accepted

29 September 2014

Published

10 November 2014

Correspondence and
requests for materials

should be addressed to
T.C. (cuitian@jlu.edu.

cn)

SCIENTIFIC REPORTS | 4 : 6968 | DOI: 10.1038/srep06968 1

https://en.wikipedia.org/wiki/Gas
https://en.wikipedia.org/wiki/Egg_(food)


Hydrogen sulfide: the chemistry changes
Discovered in 1777  

It is a colorless gas with the characteristic foul odor of 
rotten eggs.  

It is very poisonous, corrosive, and flammable, explosive
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Hydrogen sulfide (H2S) is a prototype molecular system and a sister molecule of water (H2O). The
phase diagram of solid H2S at high pressures remains largely unexplored arising from the challenges
in dealing with the pressure-induced weakening of S–H bond and larger atomic core difference be-
tween H and S. Metallization is yet achieved for H2O, but it was observed for H2S above 96 GPa.
However, the metallic structure of H2S remains elusive, greatly impeding the understanding of its
metallicity and the potential superconductivity. We have performed an extensive structural study on
solid H2S at pressure ranges of 10–200 GPa through an unbiased structure prediction method based
on particle swarm optimization algorithm. Besides the findings of candidate structures for nonmetal-
lic phases IV and V, we are able to establish stable metallic structures violating an earlier proposal
of elemental decomposition into sulfur and hydrogen [R. Rousseau, M. Boero, M. Bernasconi, M.
Parrinello, and K. Terakura, Phys. Rev. Lett. 85, 1254 (2000)]. Our study unravels a superconductive
potential of metallic H2S with an estimated maximal transition temperature of ∼80 K at 160 GPa,
higher than those predicted for most archetypal hydrogen-containing compounds (e.g., SiH4, GeH4,
etc.). © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4874158]

I. INTRODUCTION

Information on the structures of hydrogen-containing
molecular systems at high pressures is central to many prob-
lems in physics, chemistry, and allied sciences.1 Due to
the alteration of interatomic interactions and the redistribu-
tion of electron density, a variety of fascinating physical
phenomena have been observed or predicted for hydrogen-
containing molecular compounds under pressure. Among
these phenomena, the ubiquitous presence of a superconduct-
ing state in various high-pressure phases is attractive, since
a large number of hydrogen-containing compounds (e.g.,
SiH4,2–4 SnH4,5, 6 GeH4,7 SiH4(H2)2,8 etc.) have been pre-
dicted (or even observed2) to be superconductive at pressures
(90–250 GPa) accessible to current experiments. Interest-
ingly, many hydrogen-containing compounds were predicted
to possess very high superconducting transition tempera-
tures (Tc), e.g., 64 K in GeH4 (220 GPa),7 80 K in SnH4

(120 GPa),6 and striking ∼100 K in SiH4(H2)2 (250 GPa).8

H2S is an analog of water (H2O) at the molecular
level. However, the phase diagram of solid H2S at high
pressures up to 100 GPa9–12 is fundamentally different
from that of H2O. At ambient pressure, H2S crystallizes
in three typically molecular solids (phases I–III, depen-
dent upon temperature13, 14). Upon compression, H2S trans-
forms into three high-pressure phases (phases IV, V, and
VI9–12). Due to the extremely weak X-ray scattering of hy-

a)yinwei_li@jsnu.edu.cn
b)mym@jlu.edu.cn

drogen, the crystal structures of these high-pressure phases
are under intensive debate.15–20 Experimentally, tetragonal
I41/acd and monoclinic Pc structures have been suggested
for phase IV by Fujihisa et al.15 and Endo et al.,16 re-
spectively. Theoretically, ab initio molecular dynamics (MD)
simulations17–19 at low temperatures (100–300 K) have pro-
posed three candidate structures for phase IV: partially
rotational disordered tetragonal P42/ncm (T = 300 K),17

orthorhombic Pbca,18 and Ibca (T = 100 K).19 Pressur-
izing from an initial configuration of the P42/ncm struc-
ture, MD simulations20 at room temperature predicted two
orthorhombic structures with symmetries of Pmn21 and
Cmc21 as candidates for phases V and VI, respectively.
The large structure diversity proposed for solid H2S posts
great challenges in understanding of its high-pressure phase
diagram. Further investigation on the high-pressure structures
of H2S is greatly demanded.

The most fascinating topic about H2S is its metalliza-
tion at moderate pressure (∼96 GPa). This is in contrast
to the situation in H2O, where decomposition into H2O2

and a hydrogen-rich H2+δO (δ ≥ 1/8) compound at terapas-
cal pressure regions21 was predicted before the metalliza-
tion. Optical experiments11 showed that the color of H2S
changes from thin yellow to black at ∼27 GPa, indicating a
large decrease of the band gap. An infrared spectral study12

demonstrated that H2S eventually turns into a metal at ∼96
GPa. It is essential to uncover the metallic structure in or-
der to understand the metallicity of H2S and its potential
superconductivity. To note, the metallization has been inter-
preted as the metallization of elemental sulfur rather than the
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FIG. 5. (a) Pressure dependence of Tc within P-1 and Cmca phases. Insets in (a) show the evolutions of the NF (left panel) and the logarithmic average
phonon frequency (ωlog) and λ (right panel) with pressure. (b) and (c) show the spectral functions α2F(ω)/ω and electron-phonon coupling integration of λ(ω)
at selected pressures for P-1 and Cmca structures, respectively. Shaded regions in (b) show the significant contribution of three strong peaks of α2F(ω)/ω
to λ.

energetically stable superconducting structures of H2S, which
can simulate future experiments. Especially, the molecular
dissociation of H2S observed in experiment12 has been well
described with the structures predicted by CALYPSO. The
S–H bond breaking, proton motion, and eventual formation
of S–S bonds have been clearly demonstrated with the struc-
ture evolution of H2S. The results presented here highly indi-
cate that CALYPSO is a very promising and powerful tool to
predict the solid structures of molecules, such as H2O, NH3,
etc.

IV. CONCLUSION

In summary, we have performed extensively first-
principles structure searching calculations on H2S in a large
pressure regime of 10–200 GPa. Five high-pressure phases
were predicted and are found to be energetically more stable
than all earlier structures at certain pressure ranges, leading
to a fundamental modification of the entire zero-temperature
high-pressure phase diagram of H2S. Our results have led us
to predict that H2S is thermodynamically stable with respect
to elemental decomposition into sulfur and hydrogen at least
up to 200 GPa. This result stands in sharp contrast with ear-

lier proposal on compositional instability of H2S and revises
our understanding on the observed metallicity of H2S. More-
over, our electron-phonon coupling calculations have pro-
posed high superconductive potential of the metallic H2S. Our
work will stimulate the future high-pressure experiments on
the structural and conductivity measurements.
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The high pressure structures, metallization, and superconductivity of recently synthesized H2-containing
compounds (H2S)2H2 are elucidated by ab initio calculations. The ordered crystal structure with P1
symmetry is determined, supported by the good agreement between theoretical and experimental X-ray
diffraction data, equation of states, and Raman spectra. The Cccm structure is favorable with partial
hydrogen bond symmetrization above 37 GPa. Upon further compression, H2 molecules disappear and two
intriguing metallic structures with R3m and Im-3m symmetries are reconstructive above 111 and 180 GPa,
respectively. The predicted metallization pressure is 111 GPa, which is approximately one-third of the
currently suggested metallization pressure of bulk molecular hydrogen. Application of the
Allen-Dynes-modified McMillan equation for the Im-3m structure yields high Tc values of 191 K to 204 K
at 200 GPa, which is among the highest values reported for H2-rich van der Waals compounds and MH3 type
hydride thus far.

C
losed shell systems (e.g., H2O, H2S, CH4, SiH4, GeH4, NH3BH3, Ar, Kr, and Xe) can absorb additional H2

molecules under high pressure conditions, forming a series of new H2-containing stoichiometric com-
pounds, such as H2O(H2)1, (H2S)2H2

2, CH4(H2)4
3, SiH4(H2)2

4,5, GeH4(H2)2
6, NH3BH3(H2)x

7,8, Ar(H2)2
9,

Kr(H2)4
10, and Xe(H2)8

11. Given their high amount of hydrogen, these compounds are potential energy storage
materials and high-temperature superconductors. For example, CH4(H2)4 with 33.4 wt% high hydrogen content
is a potentially high hydrogen storage material12. Metallic hydrogen is one of the most important physical
problems in high-pressure research, which is believed to be a room-temperature superconductor13,14. However,
the metallization of hydrogen is still under debate in laboratories15,16. Hydrogen-rich compounds, such as GaH3

17,
GeH3

18, Si2H6
19,20, SiH4

21–24, GeH4
25, KH6

26, CaH6
27

, SiH4(H2)2
28, and GeH4(H2)2

29 are extensively explored as
alternatives because their metallization can occur at relatively lower pressures through chemical pre-compres-
sions, which present high temperature superconductivity. H2-containing compounds SiH4(H2)2 and GeH4(H2)2

have been predicted to have high Tc values of 98 K to 107 K at 250 GPa and 76 K to 90 K at 250 GPa (with the
Coulomb parameter m* 5 0.1–0.13), respectively28,29. For the MH3 (M 5 Ga, Ge, Si) type hydride, Tc is estimated
theoretically to be 76 K to 86 K (m* 5 0.120.13) at 160 GPa17, 140 K (m* 5 0.13) at 180 GPa18, and 139 K to
153 K (m*5 0.120.13) at 275 GPa19, respectively. Theoretical predictions also revealed that the Tc of sodalite-like
CaH6 at 150 GPa reached 220 K to 235 K (m*5 0.120.13)27. Considering that H2 is the most abundant substance
in the universe, the behavior of H2-containing compounds over a broad P–T range is important for planetary
sciences.

Recently, Strobel et al. reported that mixing hydrogen sulfide (H2S) and hydrogen (H2) can form a stoichi-
ometric compound (H2S)2H2 near 3.5 GPa, which is characteristic of a rotationally disordered structure2. X-ray
diffraction (XRD) results have indicated that this structure belongs to the tetragonal space group I4/mcm. The
experimental Raman data indicated that an ordering process occurred with structural transformation above
17 GPa. A candidate structure with space group I222 was proposed by ab initio density functional theory (DFT)
calculations through structural optimizations. However, obtaining the most stable structure only by structural
relaxation is difficult because of potential energy barrier. Another unexpected structure can possibly become
stable instead.

We have taken a new route in this study using the recently fast-developed evolutionary algorithm Universal
Structure Predictor: Evolutionary Xtallography (USPEX)30–32 to explore the high-pressure ordered crystal struc-
tures of (H2S)2H2. We found that a triclinic (P1) structure is energetically favorable. Motivated by the metalliza-
tion and potential high-temperature superconductivity in (H2S)2H2, higher pressure structures have been
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Figure 4. (a) Changes of resistance and Tc of sulfur hydride with temperature at constant pressure—the annealing process.
(b) Typical superconductive steps for sulfur hydride (blue trace) and sulfur deuteride (red trace). (c) Temperature dependence
of the magnetization of sulfur hydride at a pressure of 155 GPa in zero-!eld cooled (ZFC) and 20 Oe !eld cooled (FC) modes
(black circles). Adapted from [19]. Copyright 2015 Nature Publishing Group. (d) Dependence of Tc on pressure for experimental
and theoretical results [17,19,20,85].

and 179–196K at 300 GPa). Further analysis shows
that H atoms play a signi!cant role in supercon-
ductivity of H3S. In addition, we performed the
high-pressure stability of di"erent stoichiometric
HnS (n > 1) using ab initio calculations [18] and
determined two main ways to form H3S crystal:
3H2S → 2H3S + S, 2H2S + H2 → 2H3S, as
depicted in Fig. 3. #at is, H3S can be obtained by
directly compressing pure H2S above 43 GPa [18]
or mixing H2S and H2 at lower pressure [18,86].
#e other theoretical research works also con!rmed
our results in succession [87,88]. Excitingly, su-
perconductivity in an H2S sample with high Tc =
203K above 155 GPa has been observed based on
the resistant transition, isotope e"ect and Meissner
e"ect [19], as shown in Fig. 4. Moreover, Shimizu
et al. in cooperation with Eremets further con!rm
that theH2S decomposesH3S and S at high pressure
by XRD measurements [20]. In addition, they also
con!rm that the superconducting (SC) phase is
mostly in good agreement with our theoretically
predicted body-centered cubic structure [17].

#ere is a widespread consensus that the su-
perconducting samples are composed of sulfur
trihydride (H3S) Im-3m phase proposed by our
group and is considered to be conventional in
nature. #erefore, there are a lot of theoretical re-
search works using the Im-3m structure to study the
superconducting mechanism of H3S by analysis of
the electronic structure and bonding characteristics.
Bernstein et al.underlined that thehigh-temperature
superconductivity of H3S is a$ributed to strong
covalent bonds giving rise to large EPCs [87], which
is similar to the MgB2. In addition, a more detailed
study on VanHove singularity of H3S proposes that
increasing the electron DOS near the Fermi surface
will increase the superconducting transition temper-
ature [89]. Heil and Boeri constructed hypothetical
alchemical atoms by partially replacing sulfur with
chalcogen group element and showed that the
critical temperatures of H3S could be improved by
increasing the ionic character of the relevant bonds
[90]. Besides the substitution of S by elements
in the same main group, further substitutions by
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The material’s conventional nature puts the spotlight back
on superconductivity mediated by phonons.

Unmasking the record-setting sulfur
hydride superconductor

FIGURE 1. SQUEEZING SULFUR HYDRIDE in a diamond anvil cell. The cell is first cooled 
to 200 K, then hydrogen sulfide (H2S) gas is sent into the cell through a capillary (left). Inside
the cell, H2S liquefies; only then does pressurization take place. The right panels show a view
of the sample through the top anvil at 220 K at different pressures. The sample, in the center
of each image, is about 25 μm wide. It is transparent at 9 GPa, so that the blue gasket below
it is visible, but the sample becomes metallic by 154 GPa and reflects the red beam from a 
helium–neon laser. (Adapted from ref. 3.)
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Hydrogen sulfide (H2S) is the noxious
byproduct of anaerobic digestion
that gives swamps their characteris-

tic smell. In 2014 Mikhail Eremets of the
Max Planck Institute for Chemistry and
his colleagues set out to test a prediction
of pressure-induced metallization and
superconductivity in the malodorous
compound.1

At a pressure of 100 GPa, the Max
Planck group observed the hoped-for
disappearance of resistance on cooling
their sample below 60 K. But when they
further raised the pressure to 150 GPa,
the superconducting transition tempera-
ture Tc, instead of dropping as theory
predicted, shot up to 190 K. Not only had
the researchers sha!ered the previous
record for Tc, held by a cuprate supercon-
ductor, by 30 K, but they had done so
with a conventional phonon-mediated
superconductor. 

News of the group’s discovery set off
a flurry of theoretical work to explain the
finding.2 In the meantime, Eremets and
his colleagues extended their work3 to 

include magnetic measurements that
demonstrated a Meissner effect—the ex-
pulsion of external magnetic fields that is
taken as a definitive sign of supercon-
ductivity. They also raised Tc to 203 K,
8 K greater than the sublimation point of
dry ice. 

Despite the discovery, the identity of
the superconductor was in doubt. The
surprising rise in Tc at pressures greater
than 100 GPa made Eremets and his col-
leagues suspect their superconductor
was not H2S but a different sulfur hydride
le# from the pressure-induced dissocia-
tion of H2S. 

As it turned out, Tian Cui and his team
at Jilin University in China had indepen -
dently predicted—before the Max Planck
group’s announcement—that H3S should
harbor superconductivity around 200 K
at 200 GPa.4 Other theorists quickly came
to the same conclusion.

To experimentally identify the super-
conductor, Eremets’s group teamed up
with Katsuya Shimizu and colleagues at
Osaka University to perform simultaneous

Eremets’s experiment
Max-Planck-Institut fur Chemie (Mainz), Germany

Extended Data Figure 5 | View of D2S sample with electrical leads and
transparent gasket (CaSO4) at different pressures. The D2S is in the centre of
these photographs, which were taken in a cryostat at 220 K with mixed
illumination, both transmitted and reflected. Under this illumination, the

insulating transparent gasket shows blue, and the electrodes yellow. The red
spot is the focused HeNe laser beam. The sample, which is initially transparent,
becomes opaque and then reflective as pressure is increased.
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Conventional superconductivity at 203kelvin at high
pressures in the sulfur hydride system
A. P. Drozdov1*, M. I. Eremets1*, I. A. Troyan1, V. Ksenofontov2 & S. I. Shylin2

A superconductor is amaterial that can conduct electricity without
resistance below a superconducting transition temperature, Tc.
The highest Tc that has been achieved to date is in the copper oxide
system1: 133 kelvin at ambient pressure2 and 164 kelvin at high
pressures3. As the nature of superconductivity in these materials is
still not fully understood (they are not conventional superconduc-
tors), the prospects for achieving still higher transition tempera-
tures by this route are not clear. In contrast, the Bardeen–Cooper–
Schrieffer theory of conventional superconductivity gives a guide
for achieving high Tc with no theoretical upper bound—all that is
needed is a favourable combination of high-frequency phonons,
strong electron–phonon coupling, and a high density of states4.
These conditions can in principle be fulfilled formetallic hydrogen
and covalent compounds dominated by hydrogen5,6, as hydrogen
atoms provide the necessary high-frequency phononmodes as well
as the strong electron–phonon coupling. Numerous calculations
support this idea and have predicted transition temperatures in
the range 50–235 kelvin formany hydrides7, but only amoderate Tc

of 17 kelvin has been observed experimentally8. Here we investigate
sulfur hydride9, where a Tc of 80 kelvin has been predicted10. We
find that this system transforms to ametal at a pressure of approxi-
mately 90 gigapascals. On cooling, we see signatures of supercon-
ductivity: a sharp drop of the resistivity to zero and a decrease of
the transition temperature with magnetic field, with magnetic sus-
ceptibility measurements confirming a Tc of 203 kelvin. Moreover,
a pronounced isotope shift of Tc in sulfur deuteride is suggestive of
an electron–phonon mechanism of superconductivity that is con-
sistent with the Bardeen–Cooper–Schrieffer scenario. We argue
that the phase responsible for high-Tc superconductivity in this
system is likely to be H3S, formed from H2S by decomposition
under pressure. These findings raise hope for the prospects for
achieving room-temperature superconductivity in other hydro-
gen-based materials.
A search for high- (room)-temperature conventional superconduct-

ivity is likely to be fruitful, as the Bardeen–Cooper–Schrieffer (BCS)
theory in the Eliashberg formulation puts no apparent limits on Tc.
Materials with light elements are especially favourable as they provide
high frequencies in the phonon spectrum. Indeed,many superconduc-
tive materials have been found in this way, but only a moderately high
Tc 5 39 K has been found in this search (in MgB2; ref. 11).
Ashcroft5 turned attention to hydrogen, which has very high vibra-

tional frequencies due to the light hydrogen atom and provides a
strong electron–phonon interaction. Further calculations showed that
metallic hydrogen should be a superconductor with a very high Tc of
about 100–240 K for molecular hydrogen, and of 300–350 K in the
atomic phase at 500 GPa (ref. 12). However, superconductivity in pure
hydrogen has not yet been found, even though a conductive and prob-
ably semimetallic state of hydrogen has been recently produced13.
Hydrogen-dominated materials such as covalent hydrides SiH4,
SnH4, and so on might also be good candidates for showing high-Tc

superconductivity6. Similarly to pure hydrogen, they have high Debye
temperatures. Moreover, heavier elements might be beneficial as they
contribute to the low frequencies that enhance electron–phonon coup-
ling. Importantly, lower pressures are required tometallize hydrides in
comparison to pure hydrogen. Ashcroft’s general idea was supported
in numerous calculations7,10 predicting high values of Tc for many
hydrides. So far only a low Tc (,17 K) has been observed experiment-
ally8.
For the present study we selected H2S, because it is relatively easy to

handle and is predicted to transform to a metal and a superconductor
at a low pressure P< 100 GPa with a high Tc< 80 K (ref. 10).
Experimentally, H2S is known as a typical molecular compound with
a rich phase diagram14. At about 96 GPa, hydrogen sulphide trans-
forms to a metal15. The transformation is complicated by the partial
dissociation of H2S and the appearance of elemental sulfur at P . 27
GPa at room temperature, and at higher pressures at lower tempera-
tures14. Therefore, the metallization of hydrogen sulphide can be
explained by elemental sulfur, which is known to become metallic
above 95 GPa (ref. 16). No experimental studies of hydrogen sulphide
are known above 100 GPa.
In a typical experiment, we performed loading and the initial pres-

sure increase at temperatures of,200 K; this is essential for obtaining
a good sample (Methods). The Raman spectra of H2S and D2S were
measured as the pressurewas increased, andwere in general agreement
with the literature data17,18 (ExtendedData Fig. 1). The sample starts to
conduct atP< 50GPa. At this pressure it is a semiconductor, as shown
by the temperature dependence of the resistance and pronounced
photoconductivity. At 90–100 GPa the resistance drops further, and
the temperature dependence becomes metallic. No photoconductive
response is observed in this state. It is a poor metal—its resistivity at
,100 K is r< 33 1025 ohmm at 110 GPa and r< 33 1027 ohmm
at ,200 GPa.
During the cooling of the metal at pressures of about 100 GPa

(Fig. 1a) the resistance abruptly drops by three to four orders of
magnitude, indicating a transition to the superconducting state. At
the next increase of pressure at low temperatures of T , 100 K, Tc
steadily increases with pressure. However, at pressures of .160 GPa,
Tc increases sharply (Fig. 1b). As higher temperatures of 150–250 K
were involved in this pressure range, we supposed that the increase of
Tc and the decrease of sample resistance during warming (Fig. 1a)
could indicate a possible kinetic-controlled phase transformation.
Therefore in further experiments, after loading and after the initial
pressure increase at 200 K, we annealed all samples by heating them
to room temperature (or above) at pressures of.,150 GPa (Fig. 2a,
see also Extended Data Fig. 2). This allowed us to obtain stable results,
to compare different isotopes, to obtain the dependence of Tc on
pressure and magnetic field, and to prove the existence of supercon-
ductivity in our samples as follows. (We note that additional informa-
tion on experimental conditions are given in the appropriate figure
legends.)
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resistance and x-ray diffraction measure-
ments.5 Their results confirm the theo-
rists’ prediction that the superconductor
is indeed H3S.

Unconventionally conventional
Intriguingly, superconductivity in H3S is
of the conventional variety. That is, it’s
described by the venerable Bardeen-
Cooper-Schrieffer (BCS) theory, which
explains how pairs of electrons are nudged
together by la"ice vibrations (phonons)
to become Cooper pairs. When the Max
Planck researchers replaced hydrogen
with deuterium, they observed a telltale
sign of BCS superconductivity, an iso-
tope effect: The greater mass of the deu-
terium atom lowers the phonon frequency
and, with it, Tc. 

The BCS theory has a deceptively
simple recipe for achieving high Tc: Cre-
ate a high density of conduction-electron

states and couple the conduction electrons
to high-frequency phonons. But before
H3S, the highest-temperature BCS super-
conductor was magnesium diboride, with
a Tc of 40 K. (See the article by Paul Can-
field and George Crabtree, PHYSICSTODAY,
March 2003, page 34.)

High-frequency phonons come from
light elements, and hydrogen is the light-
est of all elements. The search for metal-
lic hydrogen has been ongoing since 1935,
when Eugene Wigner and Hillard Hun -
tington predicted that hydrogen would
become metallic under pressure. Neil
Ashcro# added extra motivation in 1968
when he used BCS theory to argue that
metallic hydrogen would be a high-
 temperature superconductor. Signs of a
metallic fluid phase of hydrogen have
been spo"ed (see PHYSICS TODAY, Sep-
tember 2015, page 12) but metallicity in
solid hydrogen remains an elusive goal. 

In 2004 Ashcro# chimed in again with
the idea of looking at crystals of hydro-
gen-rich molecules. He reasoned that the
hydrogen atoms in compounds such as
silicon hydride are chemically precom-
pressed, so the pressure required to 
metallize the hydrogen would be sub-
stantially less. Following Ashcro#’s pre-
scription, researchers have studied vari-
ous hydrides in search of metallized
hydrogen and possibly high-temperature
superconductivity. For the moment, H3S
with Tc = 203 K at 150 GPa is the ho"est
find from that search.

The big squeeze
High-pressure experiments are notori-
ously difficult. Eremets and company dis-
covered that H2S, a gas at room temper-
ature, couldn’t simply be loaded into a
diamond anvil cell and pressurized. The
sample would decompose before reach-
ing the required high pressures, and all
the researchers would detect was ele-
mental sulfur.

To make a stable sample, the diamond
anvil cell had to first be cooled to 200 K.
Then, as shown in figure 1, H2S gas was
passed through a capillary into the cell,
where it liquefied. The top anvil was then
pushed down to clamp some of the liq-
uid inside a gasket. The cell was heated
to 220 K to evaporate away the H2S out-
side the gasket. Only then could the re-
searchers increase the pressure.

For the x-ray diffraction experiments,
the Max Planck team prepared four sam-

FIGURE 3. INTEGRATION
OF THE RINGS from figure 2
produces this diffraction 
pattern. The orange peaks are
from sulfur hydride (H3S), and
green peaks from elemental
sulfur. The inset shows the
cubic crystal structure of 
H3S (yellow S and blue H), 
determined from analyzing
the positions of the 
compound’s diffraction 
peaks. (Adapted from ref. 5.)

FIGURE 2. BRIGHT
LIGHTS, BIG PRESSURE.
This photograph shows
the high-pressure x-ray
diffraction setup at the
SPring-8 synchrotron 
facility. The incident 
x rays enter from the
right and scatter from 
a sample inside the
brass-colored pressure-
cell apparatus. The 
polycrystalline sample
produces scattering rings;
a diffraction image from
the sulfur hydride study
has been overlaid on the
flat-panel detector at
left. (Adapted from ref. 5.)

It is true
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Figure 3 | Pressure dependence of the superconducting transition in sulfur hydride and sulfur deuteride. a,b, Temperature dependence of resistance in
sulfur hydride (on decreasing pressure) (a) and sulfur deuteride (on increasing pressure) (b). c, Pressure dependence of critical temperature of
superconductivity Tc of sulfur hydride (black points) and sulfur deuteride (red points). Open circles and squares are taken from ref. 2. The points marked
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Methods
Methods, including statements of data availability and any
associated accession codes and references, are available in the
online version of this paper.
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Crystal structure of the superconducting phase of
sulfur hydride
Mari Einaga1*†, Masafumi Sakata1, Takahiro Ishikawa1, Katsuya Shimizu1†, Mikhail I. Eremets2†,
Alexander P. Drozdov2, Ivan A. Troyan2, Naohisa Hirao3 and Yasuo Ohishi3

A superconducting critical temperature above 200K has
recentlybeendiscovered inH2S (orD2S)underhighhydrostatic
pressure1,2. These measurements were interpreted in terms
of a decomposition of these materials into elemental sulfur
and a hydrogen-rich hydride that is responsible for the
superconductivity, although direct experimental evidence for
this mechanism has so far been lacking. Here we report the
crystal structure of the superconducting phase of hydrogen
sulfide (and deuterium sulfide) in the normal and super-
conducting states obtained by means of synchrotron X-ray
di�ractionmeasurements, combined with electrical resistance
measurements at both room and low temperatures. We
find that the superconducting phase is mostly in good
agreement with the theoretically predicted body-centred
cubic (bcc) structure for H3S3. The presence of elemental
sulfur is also manifest in the X-ray di�raction patterns, thus
proving the decomposition mechanism of H2S to H3S + S
under pressure4–6.

Recently, a very high Tc of 200K has been discovered in the
hydrogen sulfide system1,2. This work was initiated by the prediction
of a substantial superconductivity in H2S (ref. 7), which in turn
arises from the idea that hydrogen-dominant metallic alloys might
be superconductors with high critical temperature, similar to pure
metallic hydrogen8.

The superconducting transition was proved by the sharp drop
of the resistance to zero, a strong isotope e�ect in a study of
D2S, a shift of the superconducting transition with magnetic
field, and finally by measuring the magnetic susceptibility and
magnetization. As a likely explanation, the authors1,2 suggested
that H2S decomposes under pressure (with the assistance of
temperature) to pure sulfur and some sulfur hydride with a higher
content of hydrogen (such as SH4 or similar). At the same time,
a theoretical work appeared which considered a di�erent starting
material (H2S)2H2 (stoichiometry H3S) and found R3m and Im-3m
structures under pressure above 111GPa and 180GPa, respectively3.
These structures and other stoichiometric compounds were further
carefully studied theoretically by di�erent groups in numerous
works4,6,9–25 and Tc ⇠200K was consistently obtained for the Im-3m
structure. The calculated Tc, as well as its pressure dependence9,
are close to the experimental data1,2. This suggests that the high
Tc observed in the experiments relates not to H2S, but to the
H3S in the Im-3m structure. Later calculations supported this idea:
H2S is indeed unstable at high pressures and should decompose
to sulfur and higher hydrides, most likely to H3S4,6,12. The goal
of the present work is to check experimentally the structure of

the superconducting hydrogen sulfide and compare it with the
theoretically predicted structure.

Samples were prepared in the same way as described in refs 1,
2—H2S was loaded at temperatures of ⇠200K, then the pressure
was increased to ⇠150–170GPa and the sample was annealed
at room temperature. Typical X-ray di�raction (XRD) images of
sulfur hydride and sulfur deuteride pressurized to 150–173GPa are
shown in Fig. 1. The XRD patterns of sulfur hydride and sulfur
deuteride samples do not di�er from each other. The di�raction
patterns seem to be produced by two major phases. This clearly
follows from the di�erent pressure dependence of the peaks (Fig. 2
and Supplementary Fig. 3) and di�erent variation of intensities
while scanning the sample over its diameter (Supplementary
Fig. 1): one group is fitted by elemental sulfur of the �-Po
structure26 and another group is described by the bcc structure
of H3S from the theoretical work3. We can conclude that H2S
(D2S) solid most likely decomposes under pressure via the route:
3H2S ! 2H3S + S.

The pressure dependence of the atomic volume, Vatm, of sulfur
hydride and sulfur deuteride are shown in Fig. 2c. It is fitted
by a first-order Birch equation of state27 with the bulk modulus
B0 = 506 (30)GPa, and its pressure derivative B0

0 = 6 (fixed). The
value of the experimentally observed Vatm is slightly larger, but the
compressibility is in good agreement with Duan’s calculation3. The
pressure dependence of the normalized atomic volume V/V0 of
elemental sulfur in the �-Po structure is shown in Supplementary
Fig. 3. It is in a good agreement with the experimental data of ref. 26
at high pressures P > 170GPa, and with our density functional
theory calculations (see Methods).

Our powder XRD measurements do not allow us to distinguish
between the predicted bcc structures: Im-3m and R3m. In these
structures the positions of the sulfur atoms are the same and
the only di�erence is the position of the hydrogen atoms:
hydrogen atoms are situated symmetrically between neighbouring
sulfur atoms in the Im-3m structure and slightly asymmetrically
in the R3m structure (Supplementary Fig. 2). However, the
position of the hydrogen atoms cannot be determined from
the powder measurements, as hydrogen atoms are extremely
weak scatterers.

The low-temperature data help with further analysis. We
measured simultaneously the XRD and electrical resistance in
the same set-up28 (Fig. 3). The transition to the superconducting
state was determined from the sharp drop of the resistance
(Fig. 3a,b). We found that the normal and the superconducting
state have the same structure, as the XRD patterns are the same
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Quantum hydrogen-bond symmetrization in the 
superconducting hydrogen sulfide system
Ion Errea1,2, Matteo Calandra3, Chris J. Pickard4, Joseph R. Nelson5, Richard J. Needs5, Yinwei Li6, Hanyu Liu7, Yunwei Zhang8, 
Yanming Ma8 & Francesco Mauri3,9

The quantum nature of the proton can crucially affect the structural 
and physical properties of hydrogen compounds. For example, in 
the high-pressure phases1,2 of H2O, quantum proton fluctuations 
lead to symmetrization of the hydrogen bond and reduce the 
boundary between asymmetric and symmetric structures in the 
phase diagram by 30 gigapascals (ref. 3). Here we show that an 
analogous quantum symmetrization occurs in the recently 
discovered4 sulfur hydride superconductor with a superconducting 
transition temperature Tc of 203 kelvin at 155 gigapascals—the 
highest Tc reported for any superconductor so far. Super-
conductivity occurs via the formation of a compound with chemical 
formula H3S (sulfur trihydride) with sulfur atoms arranged on  
a body-centred cubic lattice5–9. If the hydrogen atoms are treated 
as classical particles, then for pressures greater than about  
175 gigapascals they are predicted to sit exactly halfway between 
two sulfur atoms in a structure with Im m3  symmetry. At lower 
pressures, the hydrogen atoms move to an off-centre position, 
forming a short H–S covalent bond and a longer H···S hydrogen 
bond in a structure with R3m symmetry5–9. X-ray diffraction 
experiments confirm the H3S stoichiometry and the sulfur lattice 
sites, but were unable to discriminate between the two phases10.  
Ab initio density-functional-theory calculations show that quantum 
nuclear motion lowers the symmetrization pressure by  
72 gigapascals for H3S and by 60 gigapascals for D3S. Consequently, 
we predict that the Im m3  phase dominates the pressure range 
within which the high Tc was measured. The observed pressure 
dependence of Tc is accurately reproduced in our calculations for 
the Im m3  phase, but not for the R3m phase. Therefore, the quantum 
nature of the proton fundamentally changes the superconducting 
phase diagram of H3S.

The recent discovery of high-temperature superconductivity in 
compressed hydrogen sulfide4 has led to a number of theoretical stud-
ies aimed at understanding the phase diagram of the H-S system and 
the origin of the astonishingly high Tc that was observed5–9,12–18. The 
overall consensus is that H2S, the only stable compound formed by 
hydrogen and sulfur at ambient conditions, is metastable at high pres-
sures and its decomposition gives rise to several H-S compounds. 
High-Tc superconductivity is believed to occur in a structure with H3S 
stoichiometry, and is considered to be conventional in nature, that is, 
mediated by electron–phonon interactions4,5,7,9,12–17. Alternatives to 
conventional superconductivity have also been discussed18. According 
to structural predictions5–9, H3S adopts a rhombohedral R3m form 
between approximately 112 GPa and 175 GPa, and a cubic Im m3  form 
at higher pressures. As shown in Fig. 1, the R3m phase is characterized 
by covalently bonded SH3 units with a covalent H−S bond of length 
d1. Each of these H atoms is bonded to the next S atom by a hydrogen 

H···S bond of length d2. By contrast, the Im m3  phase has full cubic 
symmetry, with d1 = d2 so that each H atom resides midway between 
the two S atoms, as shown in Fig. 1. The R3m structure is nevertheless 
very close to cubic symmetry; for example, the density functional the-
ory (DFT)-relaxed R3m structure, which represents the minimum of 
the Born–Oppenheimer energy surface (BOES), has a rhombohedral 
angle of 109.49° at approximately 150 GPa, compared to 109.47° for a 
perfect bcc lattice. We verified that imposing a cubic angle on the R3m 
structure has a negligible effect on the energy difference between the 
R3m and Im m3  structures. Consequently, we assume a cubic lattice 
for both phases in the following.

The bond-symmetrizing second-order transition from R3m to 
Im m3  occurs at 175 GPa according to our static lattice calculations. At 
this pressure, our harmonic phonon calculations show that a Γ-point 
optical phonon of the high-symmetry Im m3  phase becomes imagi-
nary, implying that Im m3  is at a saddle point of the BOES between 
112 GPa and 175 GPa, whereas the R3m phase lies at the minimum. 
Crystal symmetry guarantees that the transition is second-order (see 
Methods for a symmetry analysis). As occurs in the high-pressure ice 
X phase3,19,20 and other hydrogenated compounds21, the quantum 
nature of the proton can radically alter the pressure at which the  
second-order phase transition occurs and, in the present case, can 
strongly affect the stability of the R3m phase below 175 GPa. 
Determining the stability ranges of these phases therefore requires the 
inclusion of vibrational zero-point energy (ZPE) along with the static 
BOES energy. However, the presence of imaginary phonon frequencies 
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resistance and x-ray diffraction measure-
ments.5 Their results confirm the theo-
rists’ prediction that the superconductor
is indeed H3S.

Unconventionally conventional
Intriguingly, superconductivity in H3S is
of the conventional variety. That is, it’s
described by the venerable Bardeen-
Cooper-Schrieffer (BCS) theory, which
explains how pairs of electrons are nudged
together by la"ice vibrations (phonons)
to become Cooper pairs. When the Max
Planck researchers replaced hydrogen
with deuterium, they observed a telltale
sign of BCS superconductivity, an iso-
tope effect: The greater mass of the deu-
terium atom lowers the phonon frequency
and, with it, Tc. 

The BCS theory has a deceptively
simple recipe for achieving high Tc: Cre-
ate a high density of conduction-electron

states and couple the conduction electrons
to high-frequency phonons. But before
H3S, the highest-temperature BCS super-
conductor was magnesium diboride, with
a Tc of 40 K. (See the article by Paul Can-
field and George Crabtree, PHYSICSTODAY,
March 2003, page 34.)

High-frequency phonons come from
light elements, and hydrogen is the light-
est of all elements. The search for metal-
lic hydrogen has been ongoing since 1935,
when Eugene Wigner and Hillard Hun -
tington predicted that hydrogen would
become metallic under pressure. Neil
Ashcro# added extra motivation in 1968
when he used BCS theory to argue that
metallic hydrogen would be a high-
 temperature superconductor. Signs of a
metallic fluid phase of hydrogen have
been spo"ed (see PHYSICS TODAY, Sep-
tember 2015, page 12) but metallicity in
solid hydrogen remains an elusive goal. 

In 2004 Ashcro# chimed in again with
the idea of looking at crystals of hydro-
gen-rich molecules. He reasoned that the
hydrogen atoms in compounds such as
silicon hydride are chemically precom-
pressed, so the pressure required to 
metallize the hydrogen would be sub-
stantially less. Following Ashcro#’s pre-
scription, researchers have studied vari-
ous hydrides in search of metallized
hydrogen and possibly high-temperature
superconductivity. For the moment, H3S
with Tc = 203 K at 150 GPa is the ho"est
find from that search.

The big squeeze
High-pressure experiments are notori-
ously difficult. Eremets and company dis-
covered that H2S, a gas at room temper-
ature, couldn’t simply be loaded into a
diamond anvil cell and pressurized. The
sample would decompose before reach-
ing the required high pressures, and all
the researchers would detect was ele-
mental sulfur.

To make a stable sample, the diamond
anvil cell had to first be cooled to 200 K.
Then, as shown in figure 1, H2S gas was
passed through a capillary into the cell,
where it liquefied. The top anvil was then
pushed down to clamp some of the liq-
uid inside a gasket. The cell was heated
to 220 K to evaporate away the H2S out-
side the gasket. Only then could the re-
searchers increase the pressure.

For the x-ray diffraction experiments,
the Max Planck team prepared four sam-

FIGURE 3. INTEGRATION
OF THE RINGS from figure 2
produces this diffraction 
pattern. The orange peaks are
from sulfur hydride (H3S), and
green peaks from elemental
sulfur. The inset shows the
cubic crystal structure of 
H3S (yellow S and blue H), 
determined from analyzing
the positions of the 
compound’s diffraction 
peaks. (Adapted from ref. 5.)

FIGURE 2. BRIGHT
LIGHTS, BIG PRESSURE.
This photograph shows
the high-pressure x-ray
diffraction setup at the
SPring-8 synchrotron 
facility. The incident 
x rays enter from the
right and scatter from 
a sample inside the
brass-colored pressure-
cell apparatus. The 
polycrystalline sample
produces scattering rings;
a diffraction image from
the sulfur hydride study
has been overlaid on the
flat-panel detector at
left. (Adapted from ref. 5.)
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Figure 3 | Pressure dependence of the superconducting transition in sulfur hydride and sulfur deuteride. a,b, Temperature dependence of resistance in
sulfur hydride (on decreasing pressure) (a) and sulfur deuteride (on increasing pressure) (b). c, Pressure dependence of critical temperature of
superconductivity Tc of sulfur hydride (black points) and sulfur deuteride (red points). Open circles and squares are taken from ref. 2. The points marked
with filled symbols are from the present work: the circles represent data on decreasing pressure, the squares and triangles on increasing pressure. Broken
lines (black for sulfur hydride and red for sulfur deuteride) indicate the phase boundary between the R3m and Im-3m structural phases. The error bars
indicate the di�erence between the onset temperature Tc and the zero-resistance temperature at each pressure in a and b.

Methods
Methods, including statements of data availability and any
associated accession codes and references, are available in the
online version of this paper.

Received 9 September 2015; accepted 12 April 2016;
published online 9 May 2016

References
1. Drozdov, A. P., Eremets, M. I. & Troyan, I. A. Conventional superconductivity

at 190 K at high pressures. Preprint at http://arxiv.org/abs/1412.0460 (2014).
2. Drozdov, A. P., Eremets, M. I., Troyan, I. A., Ksenofontov, V. & Shylin, S. I.

Conventional superconductivity at 203 kelvin at high pressures in the sulfur
hydride system. Nature 525, 73–77 (2015).

3. Duan, D. et al . Pressure-induced metallization of dense (H2S)2H2 with high-Tc

superconductivity. Sci. Rep. 4, 6968 (2014).
4. Bernstein, N., Hellberg, C. S., Johannes, M. D., Mazin, I. I. & Mehl, M. J. What

superconducts in sulfur hydrides under pressure, and why. Phys. Rev. B 91,
060511(R) (2015).

5. Duan, D. et al . Pressure-induced decomposition of solid hydrogen sulfide.
Phys. Rev. B 91, 180502(R) (2015).

6. Errea, I. et al . High-pressure hydrogen sulfide from first principles: a strongly
anharmonic phonon-mediated superconductor. Phys. Rev. Lett. 114,
157004 (2015).

7. Li, Y., Hao, J., Liu, H., Li, Y. & Ma, Y. The metallization and superconductivity
of dense hydrogen sulfide. J. Chem. Phys. 140, 174712 (2014).

8. Ashcroft, N. W. Hydrogen dominant metallic alloys: high temperature
superconductors? Phys. Rev. Lett. 92, 187002 (2004).

9. Akashi, R., Kawamura, M., Tsuneyuki, S., Nomura, Y. & Arita, R.
First-principles study of the pressure and crystal-structure dependences of the
superconducting transition temperature in compressed sulfur hydrides. Phys.
Rev. B 91, 224513 (2015).

10. Flores-Livas, J. A., Sanna, A. & Gross, E. K. U. High temperature
superconductivity in sulfur and selenium hydrides at high pressure.
Eur. Phys. J. B 89, 63 (2016).

11. Ge, Y., Zhang, F. & Yao, Y. Possible superconductivity approaching ice point.
Preprint at http://arxiv.org/abs/1507.08525 (2015).

12. Papaconstantopoulos, D. A., Klein, B. M., Mehl, M. J. & Pickett, W. E. Cubic
H3S around 200GPa: an atomic hydrogen superconductor stabilized by sulfur.
Phys. Rev. B 91, 184511 (2015).

13. Li, Y. et al . Dissociation products and structures of solid H2S at strong
compression. Phys. Rev. B 93, 020103(R) (2016).

14. Quan, Y. & Pickett, W. E. Van Hove singularities and spectral smearing in
high-temperature superconducting H3S. Phys. Rev. Lett. 93,
104526 (2016).

15. Bianconi, A. & Jarlborg, T. Lifshitz transitions and zero point lattice
fluctuations in sulfur hydride showing near room temperature
superconductivity. Nov. Supercond. Mater. 1, 37–49 (2015).

16. Nicol, E. J. & Carbotte, J. P. Comparison of pressurized sulfur
hydride with conventional superconductors. Phys. Rev. B 91,
220507(R) (2015).

17. Degtyarenko, N. & Mazur, E. Causes of high-temperature superconductivity in
the hydrogen sulfide electron–phonon system. Preprint at
http://arxiv.org/abs/1507.05749 (2015).

18. Durajski, A. P., Szczé≥niak, R. & Li, Y. Non-BCS thermodynamic properties of
H2S superconductor. Physica C 515, 1–6 (2015).

19. Durajski, A. P., Szczé≥niak, R. & Pietronero, L. High-temperature study
of superconducting hydrogen and deuterium sulfide. Ann. Phys.
http://dx.doi.org/10.1002/andp.201500316 (2015).

20. Gor’kov, L. & Kresin, V. Pressure and high Tc superconductivity: applications
to sulfur hydrides. Preprint at http://arxiv.org/abs/1511.06926 (2015).

21. Hirsch, J. E. & Marsiglio, F. Hole superconductivity in H2S and other sulfides
under high pressure. Physica C 511, 45–49 (2015).

22. B†ack ,̋ P. On the mechanism of high-temperature superconductivity in
hydrogen sulfide at 200GPa: transition into superconducting anti-adiabatic
state in coupling to H-vibrations. Results Phys. 6, 1–2 (2016).

23. Errea, I. et al . Quantum hydrogen-bond symmetrization in the
superconducting hydrogen sulfide system. Nature
532, 81–84 (2016).

24. Akashi, R., Sano, W., Arita, R. & Tsuneyuki, S. Possible Magnéli phases and
self-alloying in the superconducting sulfur hydride. Preprint at
http://arxiv.org/abs/1512.06680 (2015).

25. Ishikawa, T. et al . Superconducting H5S2 phase in sulfur-hydrogen system
under high-pressure. Sci. Rep. 6, 23160 (2016).

26. Luo, H., Greene, R. G. & Ruo�, A. L. �-Po phase of sulfur at 162GPa: X-ray
di�raction study to 212GPa. Phys. Rev. Lett. 71, 2943–2946 (1993).

27. Birch, F. Finite strain isotherm and velocities for single-crystal and
polycrystalline NaCl at high pressures and 300 �K. J. Geophys. Res. 83,
1257–1268 (1978).

28. Matsuoka, T. et al . Pressure-induced reentrant metallic phase in lithium. Phys.
Rev. B 89, 144103 (2014).

Acknowledgements
This work was performed under proposal No. 2015A0112 of the SPring-8. This
research was supported by Japan Society for the Promotion of Science Grant-in-Aid for
Specially Promoted Research, No. 26000006, JSPS KAKENHI, Grant-in-Aid for Young
Scientists (B), No.15K17707 and the European Research Council 2010-Advanced
Grant 267777.

Author contributions
M.E. took part in all the XRD measurements, data interpretation and writing the
manuscript. M.S. performed the cryogenic operations and XRD data collection. K.S.

NATURE PHYSICS | VOL 12 | SEPTEMBER 2016 | www.nature.com/naturephysics

© ƐƎƏƖɥMacmillan Publishers LimitedƦɥ/�13ɥ.$ɥ�/1(-%#1ɥ��341#. All rights reservedƥ

837

LETTERS
PUBLISHED ONLINE: 9 MAY 2016 | DOI: 10.1038/NPHYS3760

Crystal structure of the superconducting phase of
sulfur hydride
Mari Einaga1*†, Masafumi Sakata1, Takahiro Ishikawa1, Katsuya Shimizu1†, Mikhail I. Eremets2†,
Alexander P. Drozdov2, Ivan A. Troyan2, Naohisa Hirao3 and Yasuo Ohishi3

A superconducting critical temperature above 200K has
recentlybeendiscovered inH2S (orD2S)underhighhydrostatic
pressure1,2. These measurements were interpreted in terms
of a decomposition of these materials into elemental sulfur
and a hydrogen-rich hydride that is responsible for the
superconductivity, although direct experimental evidence for
this mechanism has so far been lacking. Here we report the
crystal structure of the superconducting phase of hydrogen
sulfide (and deuterium sulfide) in the normal and super-
conducting states obtained by means of synchrotron X-ray
di�ractionmeasurements, combined with electrical resistance
measurements at both room and low temperatures. We
find that the superconducting phase is mostly in good
agreement with the theoretically predicted body-centred
cubic (bcc) structure for H3S3. The presence of elemental
sulfur is also manifest in the X-ray di�raction patterns, thus
proving the decomposition mechanism of H2S to H3S + S
under pressure4–6.

Recently, a very high Tc of 200K has been discovered in the
hydrogen sulfide system1,2. This work was initiated by the prediction
of a substantial superconductivity in H2S (ref. 7), which in turn
arises from the idea that hydrogen-dominant metallic alloys might
be superconductors with high critical temperature, similar to pure
metallic hydrogen8.

The superconducting transition was proved by the sharp drop
of the resistance to zero, a strong isotope e�ect in a study of
D2S, a shift of the superconducting transition with magnetic
field, and finally by measuring the magnetic susceptibility and
magnetization. As a likely explanation, the authors1,2 suggested
that H2S decomposes under pressure (with the assistance of
temperature) to pure sulfur and some sulfur hydride with a higher
content of hydrogen (such as SH4 or similar). At the same time,
a theoretical work appeared which considered a di�erent starting
material (H2S)2H2 (stoichiometry H3S) and found R3m and Im-3m
structures under pressure above 111GPa and 180GPa, respectively3.
These structures and other stoichiometric compounds were further
carefully studied theoretically by di�erent groups in numerous
works4,6,9–25 and Tc ⇠200K was consistently obtained for the Im-3m
structure. The calculated Tc, as well as its pressure dependence9,
are close to the experimental data1,2. This suggests that the high
Tc observed in the experiments relates not to H2S, but to the
H3S in the Im-3m structure. Later calculations supported this idea:
H2S is indeed unstable at high pressures and should decompose
to sulfur and higher hydrides, most likely to H3S4,6,12. The goal
of the present work is to check experimentally the structure of

the superconducting hydrogen sulfide and compare it with the
theoretically predicted structure.

Samples were prepared in the same way as described in refs 1,
2—H2S was loaded at temperatures of ⇠200K, then the pressure
was increased to ⇠150–170GPa and the sample was annealed
at room temperature. Typical X-ray di�raction (XRD) images of
sulfur hydride and sulfur deuteride pressurized to 150–173GPa are
shown in Fig. 1. The XRD patterns of sulfur hydride and sulfur
deuteride samples do not di�er from each other. The di�raction
patterns seem to be produced by two major phases. This clearly
follows from the di�erent pressure dependence of the peaks (Fig. 2
and Supplementary Fig. 3) and di�erent variation of intensities
while scanning the sample over its diameter (Supplementary
Fig. 1): one group is fitted by elemental sulfur of the �-Po
structure26 and another group is described by the bcc structure
of H3S from the theoretical work3. We can conclude that H2S
(D2S) solid most likely decomposes under pressure via the route:
3H2S ! 2H3S + S.

The pressure dependence of the atomic volume, Vatm, of sulfur
hydride and sulfur deuteride are shown in Fig. 2c. It is fitted
by a first-order Birch equation of state27 with the bulk modulus
B0 = 506 (30)GPa, and its pressure derivative B0

0 = 6 (fixed). The
value of the experimentally observed Vatm is slightly larger, but the
compressibility is in good agreement with Duan’s calculation3. The
pressure dependence of the normalized atomic volume V/V0 of
elemental sulfur in the �-Po structure is shown in Supplementary
Fig. 3. It is in a good agreement with the experimental data of ref. 26
at high pressures P > 170GPa, and with our density functional
theory calculations (see Methods).

Our powder XRD measurements do not allow us to distinguish
between the predicted bcc structures: Im-3m and R3m. In these
structures the positions of the sulfur atoms are the same and
the only di�erence is the position of the hydrogen atoms:
hydrogen atoms are situated symmetrically between neighbouring
sulfur atoms in the Im-3m structure and slightly asymmetrically
in the R3m structure (Supplementary Fig. 2). However, the
position of the hydrogen atoms cannot be determined from
the powder measurements, as hydrogen atoms are extremely
weak scatterers.

The low-temperature data help with further analysis. We
measured simultaneously the XRD and electrical resistance in
the same set-up28 (Fig. 3). The transition to the superconducting
state was determined from the sharp drop of the resistance
(Fig. 3a,b). We found that the normal and the superconducting
state have the same structure, as the XRD patterns are the same
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Quantum hydrogen-bond symmetrization in the 
superconducting hydrogen sulfide system
Ion Errea1,2, Matteo Calandra3, Chris J. Pickard4, Joseph R. Nelson5, Richard J. Needs5, Yinwei Li6, Hanyu Liu7, Yunwei Zhang8, 
Yanming Ma8 & Francesco Mauri3,9

The quantum nature of the proton can crucially affect the structural 
and physical properties of hydrogen compounds. For example, in 
the high-pressure phases1,2 of H2O, quantum proton fluctuations 
lead to symmetrization of the hydrogen bond and reduce the 
boundary between asymmetric and symmetric structures in the 
phase diagram by 30 gigapascals (ref. 3). Here we show that an 
analogous quantum symmetrization occurs in the recently 
discovered4 sulfur hydride superconductor with a superconducting 
transition temperature Tc of 203 kelvin at 155 gigapascals—the 
highest Tc reported for any superconductor so far. Super-
conductivity occurs via the formation of a compound with chemical 
formula H3S (sulfur trihydride) with sulfur atoms arranged on  
a body-centred cubic lattice5–9. If the hydrogen atoms are treated 
as classical particles, then for pressures greater than about  
175 gigapascals they are predicted to sit exactly halfway between 
two sulfur atoms in a structure with Im m3  symmetry. At lower 
pressures, the hydrogen atoms move to an off-centre position, 
forming a short H–S covalent bond and a longer H···S hydrogen 
bond in a structure with R3m symmetry5–9. X-ray diffraction 
experiments confirm the H3S stoichiometry and the sulfur lattice 
sites, but were unable to discriminate between the two phases10.  
Ab initio density-functional-theory calculations show that quantum 
nuclear motion lowers the symmetrization pressure by  
72 gigapascals for H3S and by 60 gigapascals for D3S. Consequently, 
we predict that the Im m3  phase dominates the pressure range 
within which the high Tc was measured. The observed pressure 
dependence of Tc is accurately reproduced in our calculations for 
the Im m3  phase, but not for the R3m phase. Therefore, the quantum 
nature of the proton fundamentally changes the superconducting 
phase diagram of H3S.

The recent discovery of high-temperature superconductivity in 
compressed hydrogen sulfide4 has led to a number of theoretical stud-
ies aimed at understanding the phase diagram of the H-S system and 
the origin of the astonishingly high Tc that was observed5–9,12–18. The 
overall consensus is that H2S, the only stable compound formed by 
hydrogen and sulfur at ambient conditions, is metastable at high pres-
sures and its decomposition gives rise to several H-S compounds. 
High-Tc superconductivity is believed to occur in a structure with H3S 
stoichiometry, and is considered to be conventional in nature, that is, 
mediated by electron–phonon interactions4,5,7,9,12–17. Alternatives to 
conventional superconductivity have also been discussed18. According 
to structural predictions5–9, H3S adopts a rhombohedral R3m form 
between approximately 112 GPa and 175 GPa, and a cubic Im m3  form 
at higher pressures. As shown in Fig. 1, the R3m phase is characterized 
by covalently bonded SH3 units with a covalent H−S bond of length 
d1. Each of these H atoms is bonded to the next S atom by a hydrogen 

H···S bond of length d2. By contrast, the Im m3  phase has full cubic 
symmetry, with d1 = d2 so that each H atom resides midway between 
the two S atoms, as shown in Fig. 1. The R3m structure is nevertheless 
very close to cubic symmetry; for example, the density functional the-
ory (DFT)-relaxed R3m structure, which represents the minimum of 
the Born–Oppenheimer energy surface (BOES), has a rhombohedral 
angle of 109.49° at approximately 150 GPa, compared to 109.47° for a 
perfect bcc lattice. We verified that imposing a cubic angle on the R3m 
structure has a negligible effect on the energy difference between the 
R3m and Im m3  structures. Consequently, we assume a cubic lattice 
for both phases in the following.

The bond-symmetrizing second-order transition from R3m to 
Im m3  occurs at 175 GPa according to our static lattice calculations. At 
this pressure, our harmonic phonon calculations show that a Γ-point 
optical phonon of the high-symmetry Im m3  phase becomes imagi-
nary, implying that Im m3  is at a saddle point of the BOES between 
112 GPa and 175 GPa, whereas the R3m phase lies at the minimum. 
Crystal symmetry guarantees that the transition is second-order (see 
Methods for a symmetry analysis). As occurs in the high-pressure ice 
X phase3,19,20 and other hydrogenated compounds21, the quantum 
nature of the proton can radically alter the pressure at which the  
second-order phase transition occurs and, in the present case, can 
strongly affect the stability of the R3m phase below 175 GPa. 
Determining the stability ranges of these phases therefore requires the 
inclusion of vibrational zero-point energy (ZPE) along with the static 
BOES energy. However, the presence of imaginary phonon frequencies 
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Figure 1 | Crystal structures of the competing phases. Crystal structure 
in the conventional bcc cell of the R3m (left) and Im m3  (right) phases.  
In the R3m structure, the H−S covalent bond of length d1 is marked with a 
solid line and the longer H···S hydrogen bond of length d2 with a dotted 
line. In the Im m3  phase, d1 = d2. The lattice parameter a is marked in the 
Im m3  structure. Blue and pink atoms represent S and H atoms, 
respectively.

© 2016 Macmillan Publishers Limited. All rights reserved

First-principles theories predict the crystal structure and   

superconducting critical temperature as a function of the pressure

22 PHYSICS TODAY | JULY 2016
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resistance and x-ray diffraction measure-
ments.5 Their results confirm the theo-
rists’ prediction that the superconductor
is indeed H3S.

Unconventionally conventional
Intriguingly, superconductivity in H3S is
of the conventional variety. That is, it’s
described by the venerable Bardeen-
Cooper-Schrieffer (BCS) theory, which
explains how pairs of electrons are nudged
together by la"ice vibrations (phonons)
to become Cooper pairs. When the Max
Planck researchers replaced hydrogen
with deuterium, they observed a telltale
sign of BCS superconductivity, an iso-
tope effect: The greater mass of the deu-
terium atom lowers the phonon frequency
and, with it, Tc. 

The BCS theory has a deceptively
simple recipe for achieving high Tc: Cre-
ate a high density of conduction-electron

states and couple the conduction electrons
to high-frequency phonons. But before
H3S, the highest-temperature BCS super-
conductor was magnesium diboride, with
a Tc of 40 K. (See the article by Paul Can-
field and George Crabtree, PHYSICSTODAY,
March 2003, page 34.)

High-frequency phonons come from
light elements, and hydrogen is the light-
est of all elements. The search for metal-
lic hydrogen has been ongoing since 1935,
when Eugene Wigner and Hillard Hun -
tington predicted that hydrogen would
become metallic under pressure. Neil
Ashcro# added extra motivation in 1968
when he used BCS theory to argue that
metallic hydrogen would be a high-
 temperature superconductor. Signs of a
metallic fluid phase of hydrogen have
been spo"ed (see PHYSICS TODAY, Sep-
tember 2015, page 12) but metallicity in
solid hydrogen remains an elusive goal. 

In 2004 Ashcro# chimed in again with
the idea of looking at crystals of hydro-
gen-rich molecules. He reasoned that the
hydrogen atoms in compounds such as
silicon hydride are chemically precom-
pressed, so the pressure required to 
metallize the hydrogen would be sub-
stantially less. Following Ashcro#’s pre-
scription, researchers have studied vari-
ous hydrides in search of metallized
hydrogen and possibly high-temperature
superconductivity. For the moment, H3S
with Tc = 203 K at 150 GPa is the ho"est
find from that search.

The big squeeze
High-pressure experiments are notori-
ously difficult. Eremets and company dis-
covered that H2S, a gas at room temper-
ature, couldn’t simply be loaded into a
diamond anvil cell and pressurized. The
sample would decompose before reach-
ing the required high pressures, and all
the researchers would detect was ele-
mental sulfur.

To make a stable sample, the diamond
anvil cell had to first be cooled to 200 K.
Then, as shown in figure 1, H2S gas was
passed through a capillary into the cell,
where it liquefied. The top anvil was then
pushed down to clamp some of the liq-
uid inside a gasket. The cell was heated
to 220 K to evaporate away the H2S out-
side the gasket. Only then could the re-
searchers increase the pressure.

For the x-ray diffraction experiments,
the Max Planck team prepared four sam-

FIGURE 3. INTEGRATION
OF THE RINGS from figure 2
produces this diffraction 
pattern. The orange peaks are
from sulfur hydride (H3S), and
green peaks from elemental
sulfur. The inset shows the
cubic crystal structure of 
H3S (yellow S and blue H), 
determined from analyzing
the positions of the 
compound’s diffraction 
peaks. (Adapted from ref. 5.)

FIGURE 2. BRIGHT
LIGHTS, BIG PRESSURE.
This photograph shows
the high-pressure x-ray
diffraction setup at the
SPring-8 synchrotron 
facility. The incident 
x rays enter from the
right and scatter from 
a sample inside the
brass-colored pressure-
cell apparatus. The 
polycrystalline sample
produces scattering rings;
a diffraction image from
the sulfur hydride study
has been overlaid on the
flat-panel detector at
left. (Adapted from ref. 5.)
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Figure 1: Top: Periodic table of superconducting elements (experimental transition temperature of superconductivity, Tc) is indicated. Bottom: Periodic table of
superconducting binary hydrides (0–300 GPa). Theoretical predictions are indicated in blue and experimental results in red.

Before delving longer into the problem of superconductivity,
we briefly introduce a few key concepts and definitions related
to pressure, which will be one of the key actors of this Review.
Pressure (p) is a thermodynamic quantity which plays an im-
portant role in modifying the properties of substances; for ex-
ample, it can turn most semiconductors into metals. In this Re-
view, we will distinguish two regimes: the first, high-pressure,
extends from 1 to 100 gigapascals (GPa); the second, megabar
pressure, from 100 GPa to the teraPascal range (1,000 GPa or
1 TPa). For comparison, 1 GPa is equivalent to 10,000 bar, or
9869 atmospheres. Thus, a pressure of 100 GPa (1 Mbar) equals
roughly one million times the atmospheric pressure. Pressures
in the megabar range are typically found in the interior of the
planets: for example, the pressure in the core of the Earth ranges
from 330 to 360 GPa [14], while that in Jupiter’s core is esti-
mated to be above 1 TPa.

In order to understand how a solid can change when it is
subject to megabar pressures, let us consider a substance that
is compressed at 200 GPa (2 Mbar). In most solids, this would
correspond to a volume reduction of a factor of 1.5. The volume
reduction can be drastically larger for gases [15], for instance,
the volume of solid hydrogen is reduced by 10 times [16]. One
can also estimate the free-energy change of the system induced
by such a compression. For this range of pressures, the pV term
in the Gibbs free-energy, G = E + pV � TS can be of the or-
der of 10 eV per two atoms, i.e. it can easily exceed the bond
energy of any chemical bond at zero pressure [17, 18, 19]. In
other words meaning, in the megabar range of pressures the or-
der of chemical bonds may be drastically altered or even new
bonds may be formed. These arguments can provide a first hint
on how high pressure may produce materials with physical and
chemical properties di↵erent from ambient pressure and hence

3

Flury of predictions



Hydrogen Clathrate Structures in Rare Earth Hydrides at High Pressures: Possible Route
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Room-temperature superconductivity has been a long-held dream and an area of intensive research.
Recent experimental findings of superconductivity at 200 K in highly compressed hydrogen (H) sulfides
have demonstrated the potential for achieving room-temperature superconductivity in compressed H-rich
materials. We report first-principles structure searches for stable H-rich clathrate structures in rare earth
hydrides at high pressures. The peculiarity of these structures lies in the emergence of unusual H cages with
stoichiometries H24, H29, and H32, in which H atoms are weakly covalently bonded to one another, with
rare earth atoms occupying the centers of the cages. We have found that high-temperature super-
conductivity is closely associated with H clathrate structures, with large H-derived electronic densities of
states at the Fermi level and strong electron-phonon coupling related to the stretching and rocking motions
of H atoms within the cages. Strikingly, a yttrium (Y) H32 clathrate structure of stoichiometry YH10 is
predicted to be a potential room-temperature superconductor with an estimated Tc of up to 303 K at
400 GPa, as derived by direct solution of the Eliashberg equation.

DOI: 10.1103/PhysRevLett.119.107001

It has been suggested that at high pressures the lightest
element, H, forms metallic solids with the high Debye
temperature and strong electron-phonon coupling necessary
for high-Tc phonon-mediated superconductivity [1,2]. The
superconductivity is supported by a number of calculations
that have predicted a highTc in the range 100–760K in either
molecular [3,4] or atomic phases [5]. Unfortunately, low-
temperature studies up to 388 GPa have not yet realized
metallization of solid hydrogen [6]. Metallization of solid
H at 495 GPa [7] has recently been reported, but additional
experimental measurements are required to verify this claim.
H-rich materials have been considered as an alternative, [8]
because they can metallize at much lower pressures than
are accessible to experiments. Extensive theoretical studies
(e.g., Refs. [9–21]) have explored potential superconductiv-
ity in compressed H-rich materials. Encouragingly, the
results suggest the possibility of high-Tc superconductivity
in hydrides with estimated Tc values in the range 50–264 K
[9–21]. The subsequent experimental observation of high-Tc
superconductivity in the temperature ranges 30–150 K and
180–203 K for various temperature-annealed samples in
highly compressed H2S is remarkable [22]. These experi-
ments were motivated by a theoretical prediction of high-Tc
superconductivity in compressed solid H2S [23] which

excluded the possibility of the dissociation of H2S into
S and H and opened up the possibility of synthesizing
superconducting H3S via compression of H2S [24–26].
Two properties of metallic hydrides are particularly

beneficial for promoting high-Tc superconductivity: (i) a
largeH-derived electronic density of states at the Fermi level,
and (ii) large modifications of the electronic structure in
response to the motion of the H atoms (electron-phonon
coupling). It appears to be important to satisfy both of these
criteria in hydrides with high H content in order to achieve
highTc values. However, the strategy of pursuing the highest
possible H content may not always be the best solution.
In reality, a number of hydrides with higher H content
(e.g., AsH8, MgH12, and LiH8, etc. [15,27–29]) have been
found not to exhibit higher Tc values than those containing
relatively less H, such as CaH6 and YH6 [9,10]. The key
drawback of these H-rich structures lies in the appearance
of H2-like molecular units that attract many electrons from
H atoms with low-lying energies away from the Fermi
energy, which violates both criteria (i) and (ii). Another
desirable property that is important for achieving high-Tc
superconductivity is that the structures should have high
symmetry. This appears to be a very general property that is
not confined to metallic hydrides [30].
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A systematic structure search in the La–H and Y–H systems under
pressure reveals some hydrogen-rich structures with intriguing
electronic properties. For example, LaH10 is found to adopt a
sodalite-like face-centered cubic (fcc) structure, stable above
200 GPa, and LaH8 a C2/m space group structure. Phonon calcula-
tions indicate both are dynamically stable; electron phonon calcu-
lations coupled to Bardeen–Cooper–Schrieffer (BCS) arguments
indicate they might be high-Tc superconductors. In particular, the
superconducting transition temperature Tc calculated for LaH10 is
274–286 K at 210 GPa. Similar calculations for the Y–H system pre-
dict stability of the sodalite-like fcc YH10 and a Tc above room
temperature, reaching 305–326 K at 250 GPa. The study suggests
that dense hydrides consisting of these and related hydrogen poly-
hedral networks may represent new classes of potential very high-
temperature superconductors.

high pressure | superconductivity | hydrides | structure search

Extending his original predictions of very high-temperature
superconductivity of high-pressure metallic hydrogen (1),

Ashcroft later proposed that hydrogen-rich materials containing
main group elements might exhibit superconductivity at lower
pressures, as the hydrogen in these structures may be considered
“chemically precompressed” (2). These proposals, which were
based on the Bardeen–Cooper–Schrieffer (BCS) (3) phonon-
mediated theory of superconductivity, have motivated many
theoretical and experimental efforts in the search for high-
temperature superconductivity in hydrides at elevated pressures
(4–10). Theory has predicted the stability of a variety of dense
hydride structures for which BCS arguments give superconducting
transition temperatures, Tcs, that are very high (11–18).
In recent times, compression of hydrogen sulfides has pro-

vided a new incentive in hydride superconductivity, one in which
theory played an important role. First, theoretical calculations
predicted H2S to have a Tc of ∼80 K at pressures above 100 GPa
(19). Compression of H2S led to the striking discovery of a
superconducting material with a Tc of 203 K at 200 GPa (20).
Moreover, the critical temperature exhibits a pronounced iso-
tope shift consistent with BCS theory. It was proposed that the
superconducting phase is not stoichiometric H2S but SH3, with a
calculated Tc of 194 K at 200 GPa including anharmonic effects
(21, 22). A subsequent experiment (23) suggested that the
superconducting phase is cubic SH3, in agreement with a theo-
retical study that gave Tc = 204 K within the harmonic approx-
imation (24). Compression of another hydride, PH3, was
reported to reach a Tc of ∼100 K at high pressures (25). Sub-
sequent theoretical calculations predicted possible structures and
calculated Tcs close to the experimental results (26–28). The
experimental picture for these materials remains not entirely
clear, and the synthesis of the superconducting phases, which has
been reproduced for hydrogen sulfide, is path-dependent (23).
There is great experimental and theoretical interest in searching

for related materials with both higher Tc and potentially broader
ranges of stability. To date, simple hydrides with the highest

predicted superconducting Tcs are MgH6 (271 K at 300 GPa)
(29), CaH6 (235 K at 150 GPa) (17), and YH6 (264 K at
120 GPa) (30). In searching for other high-Tc superconducting
hydrides, here we investigated theoretically possible high-pressure
crystal structures of La–H and Y–H. We predict the existence of
new stable hydride phases of these elements, with remarkably
high Tcs at attainable pressures. The search for low-energy
crystalline structures of La–H was performed using parti-
cle swarm optimization methodology implemented in the
CALYPSO code (31, 32). This method has been applied
successfully to a wide range of crystalline systems ranging from
elemental solids to binary and ternary compounds (33–35) and
has proven to be a powerful tool for predicting crystal structures
at high pressures (36–39). Structure searches were performed in
the pressure range of 150–300 GPa using models consisting of
1–4 formula units. In general, the structure search was termi-
nated after the generation of 1,500 structures. Structural opti-
mizations, enthalpies, electronic structures, and phonons were
calculated using density-functional theory (DFT). Structure re-
laxations were performed using DFT using the Perdew–Burke–
Ernzerhof (40) generalized gradient approximation. Phonon
dispersion and electron–phonon coupling (EPC) calculations
were performed with density functional perturbation theory.
Ultrasoft pseudopotentials for La and H were used with a ki-
netic energy cutoff of 80 Ry. A q mesh of 6 × 6 × 6 and k mesh
of 24 × 24 × 24 for fcc-LaH10 structure in the first Brillouin zone
(BZ) was used in the EPC calculations. The superconductivity
calculations were performed with the Quantum-ESPRESSO
package (17)·

Significance

Theoretical predictions and subsequent experimental obser-
vations of high-temperature superconductivity in dense
hydrogen-rich compounds have reinvigorated the field of su-
perconductivity. A systematic computational study of the hy-
drides of lanthanum and yttrium over a wide composition
range reveals hydrogen-rich structures with intriguing elec-
tronic properties under pressure. Electron–phonon coupling
calculations predict the existence of new superconducting
phases, some exhibiting superconductivity in the range of
room temperature. Moreover, the calculated stabilities indicate
the materials could be synthesized at pressures that are cur-
rently accessible in the laboratory. The results open the pros-
pect for the design, synthesis, and recovery of new high-
temperature superconductors with potential practical applications.
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Figure 12: Summary of stable compositions calculated in La-H under pres-
sure. Bars for di↵erent compositions mark the range of stability for several
compositions estimated from convex hull construction (see Ref. [184]).

of thermodynamic conditions: For the unique route followed
by Geballe el al. [191], Somayazulu et al. [3] and Drozdov
et al. [183, 181] the key factor that payed a role in ensuring
a successful synthesis was: temperature. The stable compo-
sitions measured by experiments were accessed using pulsed
laser heating, starting from di↵erent initial constituents: in
Geballe and Somayazulu work’s ammonia borane was used as
hydrogen source and elemental lanthanum as a starting mate-
rial, Drozdov et al. used (LaH2 + H2) as source materials. In
both experiments, and independently of the P-T path followed,
an elevated temperature was necessary to access compositions
having the highest Tc.

We conclude this section of the Review, with the firm be-
lief that in coming years we will witness measurements of even
higher Tc, at room temperature (300 K) or possibly above. In
fact, theory (Migdal-Éliashberg) [31, 192, 193]) predicts no up-
per limit for the critical temperature [194].

3. Theoretical Methods for superconductivity

3.1. Phonons and electron phonon coupling

3.1.1. Phonons
The basic assumption which allows the calculation of vibra-

tional properties in solids is the Born-Oppenheimer approxi-

mation [195]. This consists in a decoupling of electronic and
lattice degrees of freedom, the latter arising from the solution
of the Schrödinger equation:
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where R ={Ri} are the nuclear coordinates, Mi are nuclear
masses and E(R) the fixed-ion energy of the whole system,
which defines the Born-Oppenheimer energy surface. E(R) is
the ground state eigenvalue of the electronic Hamiltonian:
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where Zh are the atomic numbers of the ions, EN their bare
electrostatic energy and V the electron ion interaction. This ap-
proximation neglects possible electronic transitions induced by
the ionic motion. Furthermore, within the Born-Oppenheimer
approximation the nuclear interaction is assumed to be instan-
taneous.

At the equilibrium geometry the forces acting on each nu-
clei [first derivative of E(R)] are zero. The diagonalization of
the Hessian matrix of E(R) gives the phonon frequencies in the
harmonic approximation, according to the relation:
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That in terms of periodic displacements from equilibrium can
be rewritten [195] as:
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and u↵s (q) are the normalized displacement of the atom s in the
cartesian direction ↵ modulated along the crystal by a wavevec-
tor q. Phononic eigenvalues and eigenvectors are obtained by
diagonalizing C̃↵�

st (q)/
p

MiMj also called Dynamical Matrix.

3.1.2. Density Functional Theory
Due to its excellent cost/accuracy ratio, density functional

theory (DFT) is the method of choice for the calculations of
electronic and lattice properties of materials [196]. In particular
is the universally used approach to compute, from first princi-
ples, the dynamical matrix in Eq. 7.

DFT is most conveniently used through the Kohn and Sham
(KS) construct [197], a subsidiary system of non interacting
electrons that reproduces exactly the density of the fully in-
teracting system. This Kohn-Sham system is obtained by the
solution of the Schrödinger equation:
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where the e↵ective potential vs is to be computed self-
consistently and reads:

vs(r) = vext(r) + e2
Z
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+ vxc(r) (9)
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Recent predictions and experimental observations of high Tc superconductivity in hydrogen-rich
materials at very high pressures are driving the search for superconductivity in the vicinity of room
temperature. We have developed a novel preparation technique that is optimally suited for megabar pressure
syntheses of superhydrides using modulated laser heating while maintaining the integrity of sample-probe
contacts for electrical transport measurements to 200 GPa. We detail the synthesis and characterization of
lanthanum superhydride samples, including four-probe electrical transport measurements that display
significant drops in resistivity on cooling up to 260 K and 180–200 GPa, and resistivity transitions at both
lower and higher temperatures in other experiments. Additional current-voltage measurements, critical
current estimates, and low-temperature x-ray diffraction are also obtained. We suggest that the transitions
represent signatures of superconductivity to near room temperature in phases of lanthanum superhydride, in
good agreement with density functional structure search and BCS theory calculations.

DOI: 10.1103/PhysRevLett.122.027001

The search for superconducting metallic hydrogen at
very high pressures has long been viewed as a key problem
in physics [1,2]. The prediction of very high (e.g., room
temperature) Tc superconductivity in hydrogen-rich mate-
rials [3] has opened new possibilities for realizing high
critical temperatures but at experimentally accessible pres-
sures (i.e., below 300 GPa) where samples can be charac-
terized with currently available tools. Following the
discovery of novel compound formation in the S─H system
at modest pressures [4], theoretical calculations predicted
that hydrogen sulfide would transform on further compres-
sion to a superconductor with a Tc up to the 200 K range
[5,6]. High Tc of 203 K at 150 GPa in samples formed by
compression of H2S was subsequently found [7,8], with
x-ray measurements consistent with cubic H3S as the
superconducting phase [9].
Given that the higher hydrogen content in many simple

hydride materials is predicted to give still higher Tc values
[3], we have extended our studies to higher hydrides, the so-
called superhydrides, XHn with n > 6. Systematic, theoreti-
cal structure search in the La─H and Y─H systems reveals
numerous hydrogen-rich compounds with strong electron-
phonon coupling and Tc in the neighborhood of room
temperature (above 270 K) [10] (see also Ref. [11]). Of
these superhydrides, LaH10 andYH10 have a novel clathrate-
type structure with 32 hydrogen atoms surrounding each La
orYatom, andTc near 270Kat 210GPa forLaH10 and300K

at 250 GPa in YH10; see Ref. [12] for a recent review.
Notably, in these phases the H─H distances are ∼1.1 Å,
which are close to those predicted for solid atomic metallic
hydrogen at these pressures [13].
Recently, our group successfully synthesized a series of

superhydrides in the La─H system up to 200 GPa pres-
sures. Specifically, we reported x-ray diffraction and optical
studies demonstrating that the lanthanum superhydrides
can be synthesized. The diffraction reveals that La atoms
have a face centered cubic (fcc) lattice at 170 GPa upon
heating to ∼1000 K [14], and a structure with compress-
ibility close to that for the predicted cubic metallic phase of
LaH10. Experimental and theoretical constraints on the
hydrogen content give a stoichiometry of LaH10!x, where x
is between þ2 and −1 [14]. On decompression, the fcc-
based structure undergoes a rhombohedral distortion of the
La sublattice to form a structure that has subsequently been
predicted to also have a high Tc [13]. Here we report the use
of a novel synthesis route for megabar pressure syntheses of
such superhydrides using pulsed laser heating and ammo-
nia borane (NH3BH3, AB) as the hydrogen source. We
detail the synthesis and characterization of several samples
of the material using x-ray diffraction and electrical
resistance measurements at 180–200 GPa. The transport
measurements reveal a clear resistance drop at 260 K
using four-probe measurements and other experiments.
Consistent with low-temperature x-ray diffraction, we infer
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Superconductivity at 250 K in lanthanum hydride 
under high pressures
A. P. Drozdov1,7, P. P. Kong1,7, V. S. Minkov1,7, S. P. Besedin1,7, M. A. Kuzovnikov1,6,7, S. Mozaffari2, L. Balicas2, F. F. Balakirev3,  
D. E. Graf2, V. B. Prakapenka4, E. Greenberg4, D. A. Knyazev1, M. Tkacz5 & M. I. Eremets1*

With the discovery1 of superconductivity at 203 kelvin in H3S, 
attention returned to conventional superconductors with properties 
that can be described by the Bardeen–Cooper–Schrieffer and the 
Migdal–Eliashberg theories. Although these theories predict the 
possibility of room-temperature superconductivity in metals that 
have certain favourable properties—such as lattice vibrations at high 
frequencies—they are not sufficient to guide the design or predict 
the properties of new superconducting materials. First-principles 
calculations based on density functional theory have enabled such 
predictions, and have suggested a new family of superconducting 
hydrides that possess a clathrate-like structure in which the host 
atom (calcium, yttrium, lanthanum) is at the centre of a cage formed 
by hydrogen atoms2–4. For LaH10 and YH10, the onset of 
superconductivity is predicted to occur at critical temperatures 
between 240 and 320 kelvin at megabar pressures3–6. Here we report 
superconductivity with a critical temperature of around 250 kelvin 
within the Fm m3  structure of LaH10 at a pressure of about 170 
gigapascals. This is, to our knowledge, the highest critical 
temperature that has been confirmed so far in a superconducting 
material. Superconductivity was evidenced by the observation of 
zero resistance, an isotope effect, and a decrease in critical 
temperature under an external magnetic field, which suggested an 
upper critical magnetic field of about 136 tesla at zero temperature. 
The increase of around 50 kelvin compared with the previous 
highest critical temperature1 is an encouraging step towards the goal 
of achieving room-temperature superconductivity in the near 
future.

The quest for room-temperature superconductivity is longstand-
ing challenge. Until 1986, superconductivity was considered to be a 
low-temperature phenomenon, as all known superconducting mate-
rials possessed critical temperatures (Tc) below about 30 K. However, 
the discovery of the cuprate superconductors7—copper-based materials 
with Tc values as high as 164 K (ref. 8), known as the high-temperature 
superconductors—initiated extensive research in an attempt to obtain 
superconductivity at room temperature. However, despite considerable 
efforts, the maximum value of Tc remained the same for the next 25 years.

The discovery of superconductivity at 203 K in H3S1 at high pres-
sures offered another route in the search for high-temperature super-
conductivity in conventional superconductors9. It provided the first 
confirmation of the predictions of the Bardeen–Cooper–Schrieffer 
and Migdal–Eliashberg theories regarding the possibility of high- 
temperature superconductivity in materials with high phonon  
frequencies10. In principle, hydrogen- and carbon-abundant materials  
can provide the required high frequencies in the phonon spectrum 
as well as a strong electron–phonon interaction11,12. Advances in 
the experimental search for room-temperature superconductivity 
came from crystal-structure predictions based on density functional  
theory13–16: the electron and phonon spectra as well as the transition 
temperatures can be estimated from density functional and Migdal–
Eliashberg theories. First-principles theories of superconductivity are 

also progressing17,18. At present, nearly all of the binary hydrides have 
been studied theoretically13–15, and calculations are now focusing on 
the ternary compounds19.

This broad theoretical search for room-temperature superconductors 
identified a family of hydride compounds with a clathrate-like struc-
ture, and led to studies of CaH6 (ref. 2) and subsequently of YH6 (ref. 20).  
In these hydrides, calcium and yttrium are located at the centre of 
H24 cages and act as electron donors contributing to electron pairing, 
while the hydrogen atoms form weak covalent bonds with each other 
within the cage. These structures are quite different from that of H3S, 
in which each hydrogen atom is connected by a strong covalent bond 
to the two nearby sulfur atoms. Clathrate-like structures with an even 
greater hydrogen content, H32 cages, were later predicted for YH10 and 
rare-earth hydrides3 such as LaH10 (refs 3,4,21). These superhydrides can 
be considered as a close realization of metallic hydrogen and are there-
fore expected to have high Tc values. Indeed, density functional theory 
calculations predict Tc values of 235 K at 150 GPa for CaH6 (ref. 2),  
305–326 K at 250 GPa (ref. 5) or 303 K at 400 GPa (ref. 3) for YH10, and 
approximately 280 K at about 200 GPa for LaH10 (refs 3,4).

The theoretical prediction of materials that show superconductiv-
ity near room temperature has motivated experimental verifications; 
however, such experiments are very challenging. The first lanthanum 
superhydride was synthesized only recently22, requiring pressures of 
greater than 160 GPa and temperatures of around 1,000 K. The X-ray 
data indicate a stoichiometry of LaH10±x (−1< x < 2), which is close to 
the predicted LaH10 (refs 3,5). In a further experiment, lanthanum was 
heated with NH3BH3 as the hydrogen source under a similar pressure, 
and the temperature dependence of the resistivity was measured23. A 
decrease in the resistance was observed at around 260 K upon cooling 
and at around 248 K upon heating the sample, and was assigned to 
the superconducting transition of LaH10±x (ref. 23). A series of resist-
ance anomalies were also observed at temperatures as high as 275 K. 
Concurrently, a superconducting transition with Tc = 215 K in LaHx 
was reported24. Neither study provided evidence for a zero-resistance 
state or any additional confirmation of superconductivity, such as the 
observation of the Meissner or isotopic effects or the effect of an exter-
nal magnetic field on the transition temperature.

In the present work we investigated the superconductivity of the 
lanthanum hydrides. The samples were synthesized directly from lan-
thanum or LaH3 and hydrogen under high pressure. A series of lantha-
num hydrides with various compositions were produced, as described 
in Methods and summarized in Supplementary Table 1.

We found a number of superconducting transitions at Tc ≈ 250 K, 
215 K, 110 K and 70 K (Fig. 1, Extended Data Figs. 1–5), at which the 
electrical resistance decreased sharply to zero. In order to determine 
the highest value of Tc, we studied its dependence on pressure in LaH10. 
The data clearly exhibit a ‘dome’-like trend: after an initial increase 
and reaching a maximum value of 250–252 K at around 170 GPa, Tc 
decreases abruptly at higher pressures (Fig. 1, inset). This is in disagree-
ment with the claim of a continuous increase of Tc up to around 275 K  
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Recent predictions and experimental observations of high Tc superconductivity in hydrogen-rich
materials at very high pressures are driving the search for superconductivity in the vicinity of room
temperature. We have developed a novel preparation technique that is optimally suited for megabar pressure
syntheses of superhydrides using modulated laser heating while maintaining the integrity of sample-probe
contacts for electrical transport measurements to 200 GPa. We detail the synthesis and characterization of
lanthanum superhydride samples, including four-probe electrical transport measurements that display
significant drops in resistivity on cooling up to 260 K and 180–200 GPa, and resistivity transitions at both
lower and higher temperatures in other experiments. Additional current-voltage measurements, critical
current estimates, and low-temperature x-ray diffraction are also obtained. We suggest that the transitions
represent signatures of superconductivity to near room temperature in phases of lanthanum superhydride, in
good agreement with density functional structure search and BCS theory calculations.

DOI: 10.1103/PhysRevLett.122.027001

The search for superconducting metallic hydrogen at
very high pressures has long been viewed as a key problem
in physics [1,2]. The prediction of very high (e.g., room
temperature) Tc superconductivity in hydrogen-rich mate-
rials [3] has opened new possibilities for realizing high
critical temperatures but at experimentally accessible pres-
sures (i.e., below 300 GPa) where samples can be charac-
terized with currently available tools. Following the
discovery of novel compound formation in the S─H system
at modest pressures [4], theoretical calculations predicted
that hydrogen sulfide would transform on further compres-
sion to a superconductor with a Tc up to the 200 K range
[5,6]. High Tc of 203 K at 150 GPa in samples formed by
compression of H2S was subsequently found [7,8], with
x-ray measurements consistent with cubic H3S as the
superconducting phase [9].
Given that the higher hydrogen content in many simple

hydride materials is predicted to give still higher Tc values
[3], we have extended our studies to higher hydrides, the so-
called superhydrides, XHn with n > 6. Systematic, theoreti-
cal structure search in the La─H and Y─H systems reveals
numerous hydrogen-rich compounds with strong electron-
phonon coupling and Tc in the neighborhood of room
temperature (above 270 K) [10] (see also Ref. [11]). Of
these superhydrides, LaH10 andYH10 have a novel clathrate-
type structure with 32 hydrogen atoms surrounding each La
orYatom, andTc near 270Kat 210GPa forLaH10 and300K

at 250 GPa in YH10; see Ref. [12] for a recent review.
Notably, in these phases the H─H distances are ∼1.1 Å,
which are close to those predicted for solid atomic metallic
hydrogen at these pressures [13].
Recently, our group successfully synthesized a series of

superhydrides in the La─H system up to 200 GPa pres-
sures. Specifically, we reported x-ray diffraction and optical
studies demonstrating that the lanthanum superhydrides
can be synthesized. The diffraction reveals that La atoms
have a face centered cubic (fcc) lattice at 170 GPa upon
heating to ∼1000 K [14], and a structure with compress-
ibility close to that for the predicted cubic metallic phase of
LaH10. Experimental and theoretical constraints on the
hydrogen content give a stoichiometry of LaH10!x, where x
is between þ2 and −1 [14]. On decompression, the fcc-
based structure undergoes a rhombohedral distortion of the
La sublattice to form a structure that has subsequently been
predicted to also have a high Tc [13]. Here we report the use
of a novel synthesis route for megabar pressure syntheses of
such superhydrides using pulsed laser heating and ammo-
nia borane (NH3BH3, AB) as the hydrogen source. We
detail the synthesis and characterization of several samples
of the material using x-ray diffraction and electrical
resistance measurements at 180–200 GPa. The transport
measurements reveal a clear resistance drop at 260 K
using four-probe measurements and other experiments.
Consistent with low-temperature x-ray diffraction, we infer
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Figure 1. Quantum effects stabilize the symmetric Fm-3m phase of LaH10. Top panel: Enthalpy as function of
pressure for different structures of LaH10 calculated neglecting the zero-point energy. The pressure in the figure is calculated
from V (R), neglecting quantum effects on it. The crystal structure of the different phases found are shown. Bottom left: Sketch
of a Born-Oppenheimer energy surface V (R) exemplifying the presence of many local minima for many distorted structures. R
represents the positions of atoms treated classically as simple points. Bottom right: sketch of the configurational E(R) energy
surface including quantum effects. R represents the quantum centroid positions, which determine the center of the ionic wave
functions, i.e., the average atomic positions. All phases collapse to a single phase, the highly symmetric Fm-3m.

by an independent group that measured a Tc of 250K
from 137 to 218 GPa in a structure with fcc arrangement
of the La atoms and suggested a LaH10 stoichiometry [3].

Even if it is tempting to assign the record supercon-
ductivity to the Fm-3m phase predicted previously [2, 3],
there is a clear problem: the Fm-3m structure is predicted
to be dynamically unstable in the whole pressure range
where a 250K Tc was observed. This implies that this
phase is not a minimum of the Born-Oppenheimer energy
surface. Consequently, no Tc has been estimated for this
phase in the experimental pressure range. Considering
that quantum proton fluctuations symmetrize hydrogen
bonds in the high-pressure X phase of ice [21] and in
H3S [22, 23], this contradiction may signal a problem of
the classical treatment of the atomic vibrations in the
calculations. We show here how quantum atomic fluctua-

tions completely reshape the energy landscape making the
Fm-3m phase the true ground state and the responsible
for the observed superconducting critical temperature.

We start by calculating with DFT the lowest enthalpy
structures of LaH10 as a function of pressure with state-
of-the-art crystal structure prediction methods [24, 25].
The contribution associated with atomic fluctuations is
not included, so that the energy just corresponds to the
Born-Oppenheimer energy V (R), where R represents the
position of atoms treated classically as simple points. As
shown in Figure 1, different distorted phases of LaH10

are thermodynamically more stable than the Fm-3m
phase. Above ⇠250GPa all phases merge to the Fm-
3m symmetric phase. These results are in agreement
with previous calculations [19], even if we identify other
possible distorted structures with lower enthalpy such as

4

GPa, with an R-3m space group for the La sublattice and
a rhombohedral angle of approximately 61.3°(c/a ⇠ 2.38
in the hexagonal representation). Our calculations show
that this distortion is compatible with slight anisotropic
stress conditions in the DAC. Indeed, performing a SS-
CHA minimization for our R-3m phase but keeping the
rhombohedral angle fixed at 62.3°(the value that yields
an isotropic pressure of 150 GPa at the classical level) the
quantum stress tensor shows a 6% anisotropy between
the diagonal direction and the perpendicular plane. This
suggests that anisotropic conditions inside the DAC can
produce the R-3m phase, while other experimental stress
conditions could favor other crystal phases.

The Fm-3m phonon spectra calculated in the har-
monic approximation from the Hessian of V (R) show clear
phonon instabilities in a broad region of the Brillouin zone
(see Figure 2). These instabilities appear below ⇠230 GPa.
This is consistent with the fact that below this pressure
many possible atomic distortions lower the enthalpy of
this phase. On the contrary, as shown in Figure 2, when
calculating the phonons from the Hessian of E(R) [27],
which effectively captures the full anharmonicity of V (R),
no instability is observed. This confirms again that the
Fm-3m phase is a minimum in the quantum-energy land-
scape in the whole pressure range where a 250K Tc was
observed. While the Fm-3m phase of LaH10 remains
a minimum of E(R) as low as ⇠ 129GPa, the case of
LaD10 shows instabilities at 126GPa, implying that at
this pressure the Fm-3m phase of LaD10 distorts to a
new phase (as suggested by Drozdov et al. [3]). Below
this pressure we also predict that LaH10 composition is
not longer thermodynamically stable and low-hydrogen
compositions are likely to occur.

Flagrantly, the breakdown of the classical harmonic
approximation for phonons makes impossible the estima-
tion of Tc below ⇠250 GPa in the Fm-3m phase and
questions all previous calculations [19, 29]. Indeed, the
anharmonic phonon renormalization remains huge also
at 264GPa (see Figure 2). On the contrary, with an-
harmonic phonons derived from the Hessian of E(R)

we can readily calculate the electron-phonon interaction
and the superconducting Tc in the experimental range
of pressure (120–210GPa). The superconducting criti-
cal temperature is estimated fully ab initio –without any
empirical parameter– by solving Migdal-Éliashberg (ME)
equations and applying SuperConducting DFT (SCDFT).
As shown in Figure 3, the numerical solutions of ME
equations with anisotropic energy gap are almost on top
of the experimental values. SCDFT values systemati-
cally show a slightly lower Tc. Our reported values of
Tc evidence the phonon-driven mechanism of supercon-
ductivity and confirm LaH10 in its Fm-3m structure as
responsible for the highest-Tc up to date reported. Our
calculations for LaD10 in the Fm-3m phase are also in
agreement with the experimental point reported. Despite
the large anharmonic effects at play, the isotope coefficient

Figure 3. Summary of experimental and theoretical
Tc values. Superconducting critical temperatures calculated
within anisotropic Migdal-Éliashberg equations and SCDFT.
In both cases the anharmonic phonons obtained with the
SSCHA are used. The results are compared with the experi-
mental measurements by Somayuzulu et al. [2] and Drozdov
et al. [3].

↵ = � [lnTc(LaD10)� lnTc(LaH10)] / ln 2 is close to 0.5
(0.43 around 160 GPa), the expected value in BCS theory,
and it is in agreement with the experimentally reported
↵ = 0.46.

We finally check Tc for the subtle rhombohedral distor-
tion that could be induced by anisotropic stress conditions
of pressure. Fixing the rhombohedral angle at 62.3° the
obtained Tc for the R-3m phase at 160 GPa is a 9% lower
than for the Fm-3m. Thus, the observed weak pressure
dependence of Tc is consistent with the absence of a rhom-
bohedral distortion, as suggested by the x-ray data [3].
However, as argued above, undesired anisotropic stress
conditions in the DAC can induce phase transitions. We
thus believe that other experimental Tc measurements
with lower values but around 200K correspond to dis-
torted structures induced by anisotropic conditions of
pressure. In fact, we can safely rule out that compositions
such as LaH11, proposed to yield a high critical tempera-
ture [3], is responsible for any sizable Tc (see Extended
Data).

In summary, this work demonstrates how quantum
effects are of capital importance in determining the ground
state structures of superconducting hydrides, challenging
all current predictions and evidencing flaws in standard
theoretical methods. It also illustrates that quantum
fluctuations are indispensable to sustain crystals with
huge �’s (� reaches a record value of 3.6 at 129GPa for
LaH10) that be otherwise destabilized by the colossal
electron-phonon interaction to distorted (low symmetry)
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Quantum crystal structure in the 250-kelvin 
superconducting lanthanum hydride

Ion Errea1,2,3, Francesco Belli1,2, Lorenzo Monacelli4, Antonio Sanna5, Takashi Koretsune6, 
Terumasa Tadano7, Raffaello Bianco2, Matteo Calandra8, Ryotaro Arita9,10, Francesco Mauri4,11 
& José A. Flores-Livas4*

The discovery of superconductivity at 200 kelvin in the hydrogen sul!de system at 
high pressures1 demonstrated the potential of hydrogen-rich materials as high-
temperature superconductors. Recent theoretical predictions of rare-earth hydrides 
with hydrogen cages2,3 and the subsequent synthesis of LaH10 with a superconducting 
critical temperature (Tc) of 250 kelvin4,5 have placed these materials on the verge of 
achieving the long-standing goal of room-temperature superconductivity. Electrical 
and X-ray di"raction measurements have revealed a weakly pressure-dependent Tc for 
LaH10 between 137 and 218 gigapascals in a structure that has a face-centred cubic 
arrangement of lanthanum atoms5. Here we show that quantum atomic #uctuations 
stabilize a highly symmetrical Fm m3  crystal structure over this pressure range. The 
structure is consistent with experimental !ndings and has a very large electron–
phonon coupling constant of 3.5. Although ab initio classical calculations predict that 
this Fm m3  structure undergoes distortion at pressures below 230 gigapascals2,3, 
yielding a complex energy landscape, the inclusion of quantum e"ects suggests that it 
is the true ground-state structure. The agreement between the calculated and 
experimental Tc values further indicates that this phase is responsible for the 
superconductivity observed at 250 kelvin. The relevance of quantum #uctuations 
calls into question many of the crystal structure predictions that have been made for 
hydrides within a classical approach and that currently guide the experimental quest 
for room-temperature superconductivity6–8. Furthermore, we !nd that quantum 
e"ects are crucial for the stabilization of solids with high electron–phonon coupling 
constants that could otherwise be destabilized by the large electron–phonon 
interaction9, thus reducing the pressures required for their synthesis.

The potential of metallic hydrogen as a high-Tc superconductor10 
was identified shortly after the development of Bardeen–Cooper–
Schrieffer theory, which explains superconductivity using the elec-
tron–phonon coupling mechanism. The main argument in favour of 
metallic hydrogen was that Tc can be maximized for light compounds 
owing to their high vibrational frequencies. Because high pressures 
are required to metallize hydrogen11, chemical precompression with 
heavier atoms12,13 was suggested as a pathway by which to decrease the 
pressure needed to reach metallicity and, therefore, superconductivity. 
These ideas have been realised using modern ab initio crystal structure 
prediction methods based on density functional theory (DFT)7,14,15. 
Hundreds of hydrogen-rich compounds have been predicted to be ther-
modynamically stable at high pressures, and their Tc values have been 
estimated by calculating the electron–phonon interaction6,7. The suc-
cess of this co-operation between DFT crystal-structure predictions and 
Tc calculations was exemplified by the discovery of superconductivity 

in H3S at 200 K1,16,17. The prospects for discovering hydrogen-based 
high-Tc superconductors in the near future are therefore high, with 
rare-earth hydrides with sodalite-like clathrate structures showing 
particular promise2,3. This is in clear contrast to other high-Tc super-
conducting families such as cuprates or pnictides, in which the lack 
of a clear understanding of the superconducting mechanism hinders 
an in silico-guided approach.

DFT predictions of the La–H system proposed LaH10 to be thermo-
dynamically stable against decomposition at high pressures2. A soda-
lite-type structure with space group Fm m3   and Tc ≈ 280 K at pressures 
greater than around 220 GPa was suggested as a candidate for high-Tc 
superconductivity2,3 (Fig. 1). Distorted versions of the Fm m3  structure 
with space group C2/m and a rhombohedral lanthanum sublattice were 
also discussed18, and shortly after the first predictions2,3, a lanthanum 
superhydride was synthesized by heating a lanthanum sample with a 
laser in a hydrogen-rich atmosphere inside a diamond anvil cell (DAC)19. 
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Figure 2: Approximate number of publications in the field of hydrides per
decade. The first hydride rush took place right after Ashcroft’s and Ginzburg’s
prediction of high-Tcsuperconductivity in hydrogen at the end of the 60’s [7,
8]. The second hydride rush started at the dawn of the 2000’s and the third
is starting now (2019) with the discovery of LaH10 [2, 3] and will continue
through the following decade. The expected number of publications in the field
by the year 2030 is 10,000.

compared to the 70’s was such, that covalent hydrides could
now be compressed to pressure so high to make them metallic,
realizing an e↵ective chemical precompression of the hydrogen
sublattice [12]. Although history proceeded otherwise, we be-
lieve that the origins of ’chemical precompression’ dates back
to 1971, when J. Gilman studied the possibility of making a
new form of hydrogen in a metallic state through preparation of
a covalent compound, LiH2F under pressure [13].

The second hydride rush (see Fig. 2) started at the dawn of
the 2000’s and was characterized by an extremely fast progress.
The first metallic covalent hydride, SiHx was metallized in
2008 [36]; the first high-Tc high-pressure hydride, H3S with a
record Tc of 203 K was discovered in 2015 [1] and LaH10 with
a Tc of 250 K came three years later [2, 3]. Furthermore, the
breakthrough discoveries of H3S and LaH10, followed a com-
pletely di↵erent circumstance from all previous superconductor
discoveries, i.e. they were the result of precise experimentation
guided by accurate theoretical predictions – a full account of
the circumstances is given in Sec. 2.

How did this change of perspective occur? We mentioned
previously that the possibility of predicting accurate critical
temperatures (Tc) from first principles played a major role.
Equally crucial was the development of computational tools to
predict crystal structures and phase diagrams of materials under
given thermodynamical conditions, which was one of the most
pressing open challenges for theoretical material design [37].

To have an idea of the rapid progress in the field of su-
perconductivity in high-pressure hydrides enabled by theoret-
ical/computational methods for superconductivity and crystal
structure prediction, the reader is urged to take a look at the
lower panel of Fig. 1, the periodic table of superconducting bi-
nary hydrides, which collects existing theoretical predictions.
For each element, we show only compositions with the highest-
Tc predicted in the range of 0 to 300 GPa (see Appendix for

information on references). We count only 61 superconducting
binary hydrides but to compile this table many di↵erent pres-
sures and compositions were analyzed, accounting to at least
ten times as many distinct compounds. In red, we highlight
those elements that form a hydride for which a superconduct-
ing transition under pressure has been experimentally measured
(silicon, sulfur, selenium, phosphorus, lanthanum). Note that
all measurements and predictions reported in the table were per-
formed in the last ten years, and most of them in the last five.

Compared to the progress in the last century, the rate of ma-
terial discovery in the last ten years is impressive. Given the
complexity of high-pressure experiments compared to theoreti-
cal calculations, it is not surprising that predictions largely out-
number experimental realizations. For those hydrides where su-
perconductivity has actually been measured, the agreement be-
tween theory and experiments is remarkably good (see Sec. 5).
This makes of predictions extremely valuable, since they allow
to focus experimental research on specific, pin-pointed chem-
ical compositions and in some cases they also suggest favor-
able thermodynamic conditions. Undoubtedly, we are currently
witnessing the beginning of a new era of superconductivity.
Hydrogen-rich materials are perhaps the most promising mate-
rials to deliver exciting discoveries in the field of superconduc-
tivity, having already provided glimpses onto room-temperature
superconductivity (Tc=-23 �C). Our periodic table of supercon-
ducting binary hydrides shows that predictions of even higher
Tc exist. Furthermore, the phase space left to explore is huge:
ternary, quaternary and complex hydrides are still unexplored.
A third hydride rush is likely to open at this point and will re-
serve many more surprises.

Fig. 2 summarizes the progress of the field of ”hydrides”,
from mid 30’s (Wigner-Huntigton’s paper) to 2019. The or-
dinate axis (y) shows the approximate number of publications
per decade (see Appendix for details). Although, it is techni-
cally very challenging to filter the exact number articles, these
numbers serve as a good estimate of size and importance of
the field. Between 1930 to 1960 the number of published ar-
ticles related to superconducting or metallic hydrides is of the
order of few tens. By the 70’s this number has increased to
several hundreds publications and it doubled during the 80’s
(first hydride rush). The research on hydride-superconductors
was eclipsed at the end of the 80’s by the discovery of uncon-
ventional high-Tc cuprates [38]. Consequently, during the 90’s
the number of publications did not grow as expected (⇡ 3000)
and the field survived because hydrides appeared in other re-
search context, predominantly as energy materials. It was even-
tually revived at the beginning of 2000’s thanks to maturity of
high pressure techniques and by Gilman-Ashcroft’s bold idea of
chemical precompression [13]. More recently (2008-2018) the
high pressure hydride research was fueled by the experimental
work of Eremets and collaborators (second hydride rush). The
discovery of LaH10 will likely trigger the (third hydride rush)
on the field: from the current publication rate we can estimate
that 10,000 publications will be published by the end of 2030.

Although unveiling a new, potentially huge class of high-Tc
superconductors is extremely exciting, the identification of new
routes for material discovery opened by highly accurate predic-
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Hydride revolution

Figure 3: Landmarks of maximum pressure are depicted by coloured areas (left
y-axis) achieved per year: from early stages (Bridgman era) to the revolution-
izing use of diamond as anvil in late 50’s to the state-of-the-art DACs. In the
same context, stars (right y-axis) shows the evolution of transition temperature
of superconductivity for representative materials that shaped the landscape of
superconductivity.

tions has a much deeper meaning. This work is consecrated
to review these theoretical tools, experimental techniques and
methodologies that permitted to extend the range of pressures.
These aspects have been overlooked in recent reviews in this
field (see for instance Ref. [39, 40, 41, 42, 43, 44, 45]).

The structure of the Review is as follows. Sec. 2 reviews the
most important developments in experiments including high-
pressure techniques. In Sec. 3, we describe theoretical methods
that made possible to understand the mechanism of supercon-
ductivity at various levels and approximations. The computa-
tional tools that are currently used to predict crystal structures
and phase diagrams of hydrides and in general materials are
discussed in Sec. 4.

The primary goal of this Review to analyze the past, present
and future on the field of superconducting hydrides under pres-
sure. In Sec. 5 we compiled a large number of studies, predic-
tions and experimental results on these systems and analyzed
representative examples of di↵erent classes of hydrides to un-
derstand their electronic structure and superconductivity fea-
tures. Finally, in Sec. 6, perspectives are presented and di↵er-
ent questions are addressed: how vast is the chemical space of
hydrides? What are the best strategies to optimized hydrides
under pressure? i.e. decrease pressure and maximize Tc? Are
there other systems, where similarly to high-pressure hydrides,
high-Tc conventional superconductivity could be realized? The
last part is consecrated to discuss what we believe are the future
developments necessary in experimental techniques, theoretical
models and computational tools to tackle the challenges ahead.
It is the wish and hope of the authors that the Review will serve
as reference point for this exciting and rapidly-changing field.

2. Experimental methods: High pressure Physics

High-pressure physics in its contemporary form started at the
beginning of the 20th century with the pioneering work of Cail-
letet, Amagat and Bridgman [46]. The field has then evolved

through the last century, racing to reach higher and higher pres-
sures with a rate that, as shown in Fig. 3, is surprisingly parallel
to the increase of the maximum critical temperatures in super-
conductors.

Bridgman’s heavy, metal-made and gross anvils dominated
high pressure experiments for almost fifty years until a new era
started in 1959 when diamond was used for the first time as an
anvil by Wier, Van Valkenburg, Bunting and Lippincott [47].
This experiment introduced the diamond anvil cell (DAC) and
marked the beginning of an era that will radically change the
landscape of high pressure [48]. Not only because higher pres-
sures were allowed, although limited to about 20 GPa in these
early devices, but also because the new device permitted to
have in-situ characterization with spectroscopic techniques (be-
ing diamond transparent to a wide range of the electromagnetic
spectrum).

A further advancement in DACs took place in 1978 when
Mao-Bell [49] introduced beveled diamond anvils, cracking the
limit of 100 GPa static pressure. The full maturity of the DAC
technology has been reached in the mid-90s with the raise of
commercial DACs. These have introduced a large array of char-
acterization techniques and transformed the DAC from an ex-
otic device, available only in a handful of centers world-wide,
to a universal tool accessible to standard laboratories. By the
year 2000s, pressures up to 200 GPa could be reached routinely
and a number of applications had been published, improving
significantly our understanding of matter under extreme com-
pression [50, 51]

One of the first accomplishment of systematic investigations
at high pressure has been to map the structural phase transfor-
mation and emergence of superconductivity in elements under
strong compression [52, 53, 54, 55]. Among the first studies
showing that the rules of chemistry change with applied pres-
sure in unexpected ways, was the study of a simple diatomic
molecules, oxygen, which was of particular interest because
it shows magnetism at low temperatures. Under pressures ex-
ceeding 95 GPa, solid molecular oxygen becomes metallic [56]
and superconducting with Tc of 0.6 K [57].

At ambient pressure there are 29 elemental superconductors
in the periodic table, none of which is an alkali metal [58]. The
first alkali metal discovered to become superconducting under
pressure was Cs [59], followed years later by Li [60, 61, 62, 63].
In fact, years later Li was confirmed to be a superconductor at
ambient pressure but at mere 0.4 miliKelvin [64]. Alkali metals
are exemplary free-electron systems and it is surprising and yet
counter-intuitive that under pressure they exhibit marked devi-
ations from free-electron behaviour, whereas one would expect
that with pressure bands should widen and gaps close, leading
in general to an ubiquitous metallic behaviour [65, 66, 67]. Al-
kali metals represented a fertile ground of research for scientist
in late 90’s to early 2000’s to study the exotic chemistry under
pressure, and superconductivity is still one of their most fasci-
nating properties.

Among Group-V elements, for instance boron is particularly
interesting: in 2001 with the report of Tc of 11.2 K at 250 GPa it
set a record pressure for both electrical conductivity studies and
investigations of superconductivity in dense matter [68]. Ca is
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stoichiometry can be varied, and metastable species must be considered. With this in mind, 

chemical concepts need to be developed to guide the choice of elements and their relative 

proportions.  

 

The results of first-principles based CSP searches are beginning to shape our chemical intuition on 

the types of structures that may prove to be stable under pressure, and their superconducting 

properties. Here, we summarize the results for four different classes of ternary hydrides. (i) When 

multiple electropositive elements are combined with an excess of hydrogen, they tend to form 

structural motifs similar to those found in the binary hydrides, but there is potential for greater 

structural variety. For example, the clathrate cage present in the predicted high Tc Li2MgH16 phase 

differs from those present in any of the binary hydrides [8]. (ii) Combining hydrogen with two p-

block elements leads to structural diversity that is composition dependent. Computations have 

predicted that C-S-H ternaries can exist as molecular crystals, as well as 1 or 2-dimensional p-block 

lattices whose dangling bonds are capped by hydrogen atoms. Many of these structures adopt 

classic bonding schemes, and they are unlikely to be good superconductors. Instead, the best 

superconducting candidates turn out to be derived from the parent binary: various high Tc CSH7 

Figure 1.  The periodic table coloured according to the highest Tc value theoretically predicted for a binary hydride of the element. The 
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Fig. 1. Top: Periodic table of superconducting elemental solids and their experimental critical temperature (Tc). Bottom: Periodic table of
superconducting binary hydrides (0–300GPa). Theoretical predictions indicated in blue and experimental results in red.

of superconductivity (1957) states that electrons in conventional superconductors are pairwise coupled via excitations of
bosonic character such as phonons (lattice vibrations) [30]. The BCS theory assumes an instantaneous interaction between
electrons and permits to describe quantitatively only a few, low-temperature superconductors. On the other hand, its
strong-coupling diagrammatic extension developed in the ’60s, i.e. Migdal–Éliashberg theory [31], was able to successfully
interpret the experimental data for all superconductors known at the time, assuming a phonon-mediated interaction
between electrons. However, at the time, Migdal–Éliashberg theory was mainly a semi-phenomenological theory, because
its key ingredient, i.e. the electron–phonon spectral function, could not be estimated a priory for a given material, but
only indirectly extracted from experiments. Thus, at that time, one could describe with a high accuracy an existing
superconductor but not predict whether a given material would be a good (high Tc) or bad (low Tc) superconductor.

The situation has changed in this century, thanks to the development of quantitative methods for superconduc-
tivity [32–37], and accurate and efficient computational tools to calculate phonon frequencies and electron–phonon
coupling [38–42]. The accuracy reached by computational methods for conventional superconductors is demonstrated
by the periodic table of superconductivity for elemental solids, shown in the top panel of Fig. 1 . Colored in yellow are
elements showing superconductivity at ambient pressure and colored in blue are elements showing superconductivity
under pressure. A large body of literature shows that, if computational–theoretical methods are used to estimate the

Better call….



Journal of Physics: Condensed Matter 33 (2021)         The 2021 Room-Temperature Superconductivity Roadmap 

 

 

 
Current and Future Challenges 
The next step is the exploration of the chemical landscape of evermore complex hydrides as a 

function of composition and pressure. The increased combinatorial possibilities tantalize at the 

prospect of achieving even higher Tc values, and finding ways to kinetically trap promising phases to 

pressures where they may be useful in real-life applications. At the same time, the chemical space 

becomes dauntingly vast – the 83 elements that are heavier than hydrogen, but are not significantly 

radioactive, yield 6723 ternary and 5.5 x 105 quaternary hydride combinations. Moreover, the 

stoichiometry can be varied, and metastable species must be considered. With this in mind, 

chemical concepts need to be developed to guide the choice of elements and their relative 

proportions.  

 

The results of first-principles based CSP searches are beginning to shape our chemical intuition on 

the types of structures that may prove to be stable under pressure, and their superconducting 

properties. Here, we summarize the results for four different classes of ternary hydrides. (i) When 

multiple electropositive elements are combined with an excess of hydrogen, they tend to form 

structural motifs similar to those found in the binary hydrides, but there is potential for greater 

structural variety. For example, the clathrate cage present in the predicted high Tc Li2MgH16 phase 

differs from those present in any of the binary hydrides [8]. (ii) Combining hydrogen with two p-

block elements leads to structural diversity that is composition dependent. Computations have 

predicted that C-S-H ternaries can exist as molecular crystals, as well as 1 or 2-dimensional p-block 

lattices whose dangling bonds are capped by hydrogen atoms. Many of these structures adopt 

classic bonding schemes, and they are unlikely to be good superconductors. Instead, the best 

superconducting candidates turn out to be derived from the parent binary: various high Tc CSH7 

Figure 1.  The periodic table coloured according to the highest Tc value theoretically predicted for a binary hydride of the element. The 

colour scheme, in Kelvin, is provided in the inset. The H2 mole fraction in the hydride with the highest Tc is represented by the colour 

outlining the chemical symbol. 

4 J.A. Flores-Livas, L. Boeri, A. Sanna et al. / Physics Reports 856 (2020) 1–78

Fig. 1. Top: Periodic table of superconducting elemental solids and their experimental critical temperature (Tc). Bottom: Periodic table of
superconducting binary hydrides (0–300GPa). Theoretical predictions indicated in blue and experimental results in red.

of superconductivity (1957) states that electrons in conventional superconductors are pairwise coupled via excitations of
bosonic character such as phonons (lattice vibrations) [30]. The BCS theory assumes an instantaneous interaction between
electrons and permits to describe quantitatively only a few, low-temperature superconductors. On the other hand, its
strong-coupling diagrammatic extension developed in the ’60s, i.e. Migdal–Éliashberg theory [31], was able to successfully
interpret the experimental data for all superconductors known at the time, assuming a phonon-mediated interaction
between electrons. However, at the time, Migdal–Éliashberg theory was mainly a semi-phenomenological theory, because
its key ingredient, i.e. the electron–phonon spectral function, could not be estimated a priory for a given material, but
only indirectly extracted from experiments. Thus, at that time, one could describe with a high accuracy an existing
superconductor but not predict whether a given material would be a good (high Tc) or bad (low Tc) superconductor.

The situation has changed in this century, thanks to the development of quantitative methods for superconduc-
tivity [32–37], and accurate and efficient computational tools to calculate phonon frequencies and electron–phonon
coupling [38–42]. The accuracy reached by computational methods for conventional superconductors is demonstrated
by the periodic table of superconductivity for elemental solids, shown in the top panel of Fig. 1 . Colored in yellow are
elements showing superconductivity at ambient pressure and colored in blue are elements showing superconductivity
under pressure. A large body of literature shows that, if computational–theoretical methods are used to estimate the

Better call….

Journal of Physics: Condensed Matter 33 (2021)         The 2021 Room-Temperature Superconductivity Roadmap 

 

 

 
Current and Future Challenges 
AI methods can play a significant role in every stage of the search for new superconductors.  
Probably the most common application of these methods so far is to analyse experimental 
and/or computational datasets in order to discover strong predictors of superconducting 
behaviour. These predictors can then be used to screen existing or potentially stable materials 
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of potential superconductors. For recent examples of this approach, see Refs. [1-3].  

While easy to implement, the method of virtual screening of materials is fundamentally 
limited by the fact it requires a starting list of candidates with a complete set of predictors. 
An alternative, more sophisticated framework utilizes the so-called inverse design approach: 
engineering a material possessing some predefined set of properties. Although inverse design 
methods have a long history in materials physics (see, for example, Ref. [4]), their recent 
integration with generative models based on Deep Learning ideas makes them much more 
powerful and flexible [5]. While these methods have not been used so far in the search for 
new superconductors, this undoubtedly is only a matter of time.    
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Fig. 20. Examples of binary, ternary and quaternary construction of convex hull type diagram, for H-O, H-O-N, and H-O-N-B, respectively. Blue
nodes on the phase diagrams represent elemental phases; yellow nodes are compositions that are calculated to be stable and red phases that are
not stable. The chemical space becomes quickly challenging to explore, adding a one-dimension (another element) the complexity in compositions
is evident: B5H12NO12.

or any linear combination of structures corresponding to that composition. Mathematically, the convex hull of a set of x
points, in the Euclidean plane or a Euclidean space, is the smallest convex set that contains x. In our example, the set of
points representing ground-state structures forms a convex hull, while other structures (points) having an energy above
the set of tie lines connecting the energy of the ground state ones are not stable. The convex hull thus reflects the relative
Gibbs free energy of the compounds at zero temperature.

The convex hull construction permits to visualize very valuable information, i.e. it can be used to derive a ‘‘phase
diagram’’ of the compositions that in principle have the lowest energy and hence are accessible to experiments. Thus,
a convex hull of the enthalpy in material science represents a rudimentary compositional phase diagram, in which the
boundaries and eutectic points are not displayed. Fig. 20 shows real systems represented as convex hull phase diagram; an
example of binary compositional phase diagrams is shown for H2O, in which the y-axis represents the formation energy
per atom and the x-axis the composition. The stable composition obtained by combining H2 and O2, represented by a
green dot, is one of the most stable molecules in the universe, H2O. The black line shows the convex hull construction,
which connects stable phases (H2 to H2O to O2). This line is also called the line of stability. The H2O2 composition, which
has a negative formation enthalpy to elemental constituents but lies above the line of stability, is not stable. Thus, the
convex hull suggests that, likely, the only composition that will spontaneously form is H2O.

In the ternary case, one dimension is added; the energy axis is removed so that the entire compositional space can be
represented. The ternary system (H, N, O) is now represented by an equilateral triangle, with three elements at its vertices
and the nodes represent compositions for which the decomposition energies are zero (see the middle panel in Fig. 20).
In the quaternary case, the chemical space becomes exceptionally challenging to explore and even to represent; we now
use a pyramid to represent the B, N, O, H system. The complexity in compositions is evident: we have indicated on the
plot an interesting stable point: B5H12NO12. The black lines in the ternary phase diagrams are projections of the convex
hull construction into compositional space. The lines form Gibbs triangles, which can be used to find stable phases at
arbitrary compositions. At any point in the phase diagram, other than the stable nodes, the equilibrium phases are given
by vertices of the triangle bounding that composition. For example, the equilibrium phases for a composition with H:N:O
ratio of 3:1:4, is predicted to be H2O, O2, NO2 and N2. We will revisit the implications that this has for hydrides and
superconductivity in a subsequent section.

In order to calculate the convex hull of formation energy of a given system to its forming elements, the following
expression is used for binaries, �sys = (Esys � (Ea + Eb))/N , and for ternaries �sys = (Esys � (Ea + Eb + Ec))/N , where
Esys represent the energy for a given structure, N the number of atoms and Ea, Eb, . . . , En the energies of elemental
decompositions in their lowest-energy structure. For multi-components systems, as evidenced in Fig. 20, when the number
of components is larger than four, it is no longer convenient to try and visualize the system graphically. Although one may,
in principle, try to reduce the number of dimensions employing mathematical reduction of dimensions or exploring fixed
compositions by mapping via function composition. In practice, this has never been attempted in the case of hydrides.

Furthermore, it is, of course, reasonable to ask what the accuracy of a prediction based on convex hull formation
energies is. For points (structures) which correspond to clear minima of the formation energy, like H2O, which has
formation energy of a few eV/atom, it is arguable that this composition is the most stable. However, when one deals
with challenging compositions and complex structures under high pressure, where configurations are energetically very
close, it is much more problematic to discern whether or not a structure will form based on its formation enthalpy. What
is the limit where we could consider stability or metastability for secondary phase structures or compositions?

Sun et al. [358] were the first to address this question and suggested an energy differences of the order of 100meV/atom
among polymorphs of the same stoichiometry. This criterion is based on differences in properties such as entropy, volume,
or surface energy and convoluted information from pressure, temperature, or the surface area between two systems. An
energy difference of 100meV/atom is sufficient to overcome a �S of 10 J/mol K, a �V of 2Å3/mol, or a �� of 2 J/m2. More
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of superconductivity (1957) states that electrons in conventional superconductors are pairwise coupled via excitations of
bosonic character such as phonons (lattice vibrations) [30]. The BCS theory assumes an instantaneous interaction between
electrons and permits to describe quantitatively only a few, low-temperature superconductors. On the other hand, its
strong-coupling diagrammatic extension developed in the ’60s, i.e. Migdal–Éliashberg theory [31], was able to successfully
interpret the experimental data for all superconductors known at the time, assuming a phonon-mediated interaction
between electrons. However, at the time, Migdal–Éliashberg theory was mainly a semi-phenomenological theory, because
its key ingredient, i.e. the electron–phonon spectral function, could not be estimated a priory for a given material, but
only indirectly extracted from experiments. Thus, at that time, one could describe with a high accuracy an existing
superconductor but not predict whether a given material would be a good (high Tc) or bad (low Tc) superconductor.

The situation has changed in this century, thanks to the development of quantitative methods for superconduc-
tivity [32–37], and accurate and efficient computational tools to calculate phonon frequencies and electron–phonon
coupling [38–42]. The accuracy reached by computational methods for conventional superconductors is demonstrated
by the periodic table of superconductivity for elemental solids, shown in the top panel of Fig. 1 . Colored in yellow are
elements showing superconductivity at ambient pressure and colored in blue are elements showing superconductivity
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Room-temperature superconductivity in a 
carbonaceous sulfur hydride

Elliot Snider1,6, Nathan Dasenbrock-Gammon2,6, Raymond McBride1,6, Mathew Debessai3, 
Hiranya Vindana2, Kevin Vencatasamy2, Keith V. Lawler4, Ashkan Salamat5 & Ranga P. Dias1,2ಞᅒ

One of the long-standing challenges in experimental physics is the observation of 
room-temperature superconductivity1,2. Recently, high-temperature conventional 
superconductivity in hydrogen-rich materials has been reported in several systems 
under high pressure3–5. An  important discovery leading to room-temperature 
superconductivity is the pressure-driven disproportionation of hydrogen sul"de 
(H2S) to H3S, with a con"rmed transition temperature of 203 kelvin at 155 
gigapascals3,6. Both H2S and CH4 readily mix with hydrogen to form guest–host 
structures at lower pressures7, and are of  comparable size at 4 gigapascals. By 
introducing methane at low pressures into the H2S + H2 precursor mixture for 
H3S, molecular exchange is allowed within a large assemblage of van der Waals solids 
that are hydrogen-rich with H2 inclusions; these guest–host structures become the 
building blocks of superconducting compounds at extreme conditions. Here we 
report superconductivity in a photochemically transformed carbonaceous sulfur 
hydride system, starting from elemental precursors, with a maximum 
superconducting transition temperature of 287.7 ± 1.2 kelvin (about 15 degrees 
Celsius) achieved at 267 ± 10 gigapascals. The superconducting state is observed over 
a broad pressure range in the diamond anvil cell, from 140 to 275 gigapascals, with a 
sharp upturn in transition temperature above 220 gigapascals. Superconductivity is 
established by the observation of zero resistance, a magnetic susceptibility of up to 
190 gigapascals, and reduction of the transition temperature under an external 
magnetic "eld of up to 9 tesla, with an upper critical magnetic "eld of about 62 tesla 
according to the Ginzburg–Landau model at zero temperature. The light, quantum 
nature of hydrogen limits the structural and stoichiometric determination of the 
system by X-ray scattering techniques, but Raman spectroscopy is used to probe the 
chemical and structural transformations before metallization. The introduction of 
chemical tuning within our ternary system could enable the preservation of the 
properties of room-temperature superconductivity at lower pressures.

In the past decade there has been an emergence of interest in the dis-
covery of materials relevant to room-temperature superconductivity. 
Extreme pressure has already been proven to be the most versatile order 
parameter because it facilitates the production of new quantum materi-
als with unique stoichiometries and a mechanism for pressure-induced 
metallization8–10. This has been most essential for non-metallic start-
ing materials11–13. All systems with high superconducting critical tem-
perature (Tc > 200 K) that have been accessed under pressure so far 
are hydrogen-rich materials, in which the superconductivity is driven 
by strong electron–phonon coupling to high-frequency hydrogen 
phonon modes14,15. However, the specific stoichiometry (that is, XHn) 
does not seem to be as critical as having a hydrogen-rich chemical 
environment that mimics the properties (electron density near/at the 

Fermi surface and high-frequency phonon modes) of idealized pure 
metallic hydrogen16–19. This is highlighted by the difference between 
purely covalent systems such as H3S compared to metal hydride sys-
tems. The most recent example of a metal hydride is lanthanum hydride 
(LaH10±x), which has Tc = 250–260 K at 180–200 GPa (refs. 4,5). A lan-
thanum ‘superhydride’ has been experimentally realized, although a 
precise determination of its stoichiometry is lacking, as are the tools 
to determine such parameters. Investigation of the predicted band 
structures of rare-earth (La and Y) superhydrides implies an ionic heavy 
atom that donates its valence electrons to the hydrogen network, sta-
bilizing a clathrate-like hydrogen cage structure20–22. Despite the large 
number of theoretical predictions for possible hydrogen-rich materials 
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superconductivity is the pressure-driven disproportionation of hydrogen sul"de 
(H2S) to H3S, with a con"rmed transition temperature of 203 kelvin at 155 
gigapascals3,6. Both H2S and CH4 readily mix with hydrogen to form guest–host 
structures at lower pressures7, and are of  comparable size at 4 gigapascals. By 
introducing methane at low pressures into the H2S + H2 precursor mixture for 
H3S, molecular exchange is allowed within a large assemblage of van der Waals solids 
that are hydrogen-rich with H2 inclusions; these guest–host structures become the 
building blocks of superconducting compounds at extreme conditions. Here we 
report superconductivity in a photochemically transformed carbonaceous sulfur 
hydride system, starting from elemental precursors, with a maximum 
superconducting transition temperature of 287.7 ± 1.2 kelvin (about 15 degrees 
Celsius) achieved at 267 ± 10 gigapascals. The superconducting state is observed over 
a broad pressure range in the diamond anvil cell, from 140 to 275 gigapascals, with a 
sharp upturn in transition temperature above 220 gigapascals. Superconductivity is 
established by the observation of zero resistance, a magnetic susceptibility of up to 
190 gigapascals, and reduction of the transition temperature under an external 
magnetic "eld of up to 9 tesla, with an upper critical magnetic "eld of about 62 tesla 
according to the Ginzburg–Landau model at zero temperature. The light, quantum 
nature of hydrogen limits the structural and stoichiometric determination of the 
system by X-ray scattering techniques, but Raman spectroscopy is used to probe the 
chemical and structural transformations before metallization. The introduction of 
chemical tuning within our ternary system could enable the preservation of the 
properties of room-temperature superconductivity at lower pressures.

In the past decade there has been an emergence of interest in the dis-
covery of materials relevant to room-temperature superconductivity. 
Extreme pressure has already been proven to be the most versatile order 
parameter because it facilitates the production of new quantum materi-
als with unique stoichiometries and a mechanism for pressure-induced 
metallization8–10. This has been most essential for non-metallic start-
ing materials11–13. All systems with high superconducting critical tem-
perature (Tc > 200 K) that have been accessed under pressure so far 
are hydrogen-rich materials, in which the superconductivity is driven 
by strong electron–phonon coupling to high-frequency hydrogen 
phonon modes14,15. However, the specific stoichiometry (that is, XHn) 
does not seem to be as critical as having a hydrogen-rich chemical 
environment that mimics the properties (electron density near/at the 

Fermi surface and high-frequency phonon modes) of idealized pure 
metallic hydrogen16–19. This is highlighted by the difference between 
purely covalent systems such as H3S compared to metal hydride sys-
tems. The most recent example of a metal hydride is lanthanum hydride 
(LaH10±x), which has Tc = 250–260 K at 180–200 GPa (refs. 4,5). A lan-
thanum ‘superhydride’ has been experimentally realized, although a 
precise determination of its stoichiometry is lacking, as are the tools 
to determine such parameters. Investigation of the predicted band 
structures of rare-earth (La and Y) superhydrides implies an ionic heavy 
atom that donates its valence electrons to the hydrogen network, sta-
bilizing a clathrate-like hydrogen cage structure20–22. Despite the large 
number of theoretical predictions for possible hydrogen-rich materials 
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Hydrogen-rich compounds have been extensively studied both theoretically and experimentally in the quest
for novel high-temperature superconductors. Reports on sulfur hydride attaining metallicity under pressure and
exhibiting superconductivity at temperatures as high as 200 K have spurred an intense search for room-temperature
superconductors in hydride materials. Recently, compressed phosphine was reported to metallize at pressures
above 45 GPa, reaching a superconducting transition temperature (TC) of 100 K at 200 GPa. However, neither
the exact composition nor the crystal structure of the superconducting phase have been conclusively determined.
In this work, the phase diagram of PHn (n = 1,2,3,4,5,6) was extensively explored by means of ab initio
crystal structure predictions using the minima hopping method (MHM). The results do not support the existence
of thermodynamically stable PHn compounds, which exhibit a tendency for elemental decomposition at high
pressure even when vibrational contributions to the free energies are taken into account. Although the lowest
energy phases of PH1,2,3 display TC’s comparable to experiments, it remains uncertain if the measured values of
TC can be fully attributed to a phase-pure compound of PHn.

DOI: 10.1103/PhysRevB.93.020508

In December 2014, Drozdov et al. reported a supercon-
ducting critical temperature (TC) of 203 K in an ultradense
phase of sulfur hydride (SH3) [1], identified by ab initio
crystal structure searches [2], breaking the record-TC pre-
viously held by the cuprates. Subsequent experimental and
theoretical studies have confirmed that superconductivity is of
conventional nature and occurs in the predicted bcc phase [1,3],
demonstrating the potential of ab initio crystal structure search
methods to identify new superconductors. Several studies
have meanwhile appeared in literature, discussing different
aspects underlying the exceptional TC, such as the role
of bonding, Coulomb screening, phonon anharmonicty, etc.
[4–11].

High-TC superconductivity based on a conventional
electron-phonon (ep) coupling mechanism has been suggested
by Ashcroft almost fifty years ago. He originally proposed
that this could be achieved if hydrogen was sufficiently
compressed, a prediction that has not yet been verified due
to the required extreme pressures [12–17]. More recently, he
suggested that the chemical precompression of hydrogen in
hydrogen-rich compounds could be an effective route to reach
metallization and high-TC superconductivity at experimentally
accessible pressures [18], stimulating an intense activity of
ab initio searches and predictions for high-TC superconducting
hydrides [2,19–31]. Until 2014, however, all high-pressure
phases which have been synthesized experimentally exhibited
rather low TC [32–35].

Eventually, the discovery of SH3 showed that high-TC in
hydrogen-rich solids can indeed be achieved. Thus, all stable
hydrogen-containing molecules which can be placed into the
compressing chamber of a diamond anvil cell are potential
candidates for high-TC superconductors, as long as they remain
stable against decomposition, amorphization, and the possible

formation of metal hydrides during the measurement of TC
[32–35].

In fact, less than one year after the discovery of su-
perconductivity in SH3, Drozdov et al. have very recently
reported high-TC superconductivity in a second hydrogen-rich
compound at extreme pressures: resistivity measurements
on phosphine (PH3) show that the samples, which are
semiconducting at ambient pressure, metallize above 40 GPa
and become superconducting at around 80 GPa, exhibiting
a maximum TC of 100 K at about 200 GPa [36]. Neither the
exact composition of the superconducting phase and its crystal
structure, nor the mechanism responsible for the high-TC
have been conclusively determined at this point. Analogies
with superconducting SH3, which was obtained from SH2
precursor, suggest that the superconductivity in the P-H system
is of conventional nature, but that the composition of the
superconducting phase might be different from the original
PH3 stoichiometry.

To shed light on this matter we used ab initio techniques
to map out the high-pressure phase diagram of the P-H binary
system by exploring the compositional and configurational
space of PHn with a sophisticated structure prediction method,
and estimated the superconducting properties of the most
promising phases. We found that all high-pressure binary
phases of P and H are metastable with respect to elemental
decomposition in the pressure range 100–300 GPa. However,
the critical temperatures of the three phases closest to the
convex hull (PH, PH2, and PH3) reproduce to a good
approximation the experimental TC values. Possible ways to
reconcile our results with experiments are discussed at the end
of this manuscript.

To sample the enthalpy landscape, we employed the minima
hopping method (MHM) [38,39], which has been successfully

2469-9950/2016/93(2)/020508(6) 020508-1 ©2016 American Physical Society
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Figure 3. (Color online) Predicted formation enthalpies of
PHn with respect to decomposition into P and H at 120 GPa.
The solid red line denotes the convex hull of stability. Black
triangles show PBE and green squares hybrid functional val-
ues (HSE06). The color-gradient scale indicate the free-
energy within the harmonic approximation at temperatures
up to 400K (colorbar in Kelvin on the right) as computed on
top of PBE energies.

the Eliashberg function in an isotropic approximation,
while the residual Coulomb forces in the Cooper pairing
are included within the static random phase approxima-
tion [59–62], as used in Ref. 6 and 63.

The values of TC are shown in Fig. 4 and are com-
pared to the experimental values reported by Drozdov et
al. [36]. In the two right panels of the same figure we
show � and !log for the three phases as a function of
pressure [64].

Our calculated behavior of TC with respect to pressure
shows a fair agreement with experiments for all three
structures (PH, PH2 and PH3); The best agreement is
found for PH2, which has a TC of 40 K at 100GPa that
increases under pressure and reaches a maximum value
of 78 K at 220GPa. The PH system shows the best
agreement in the rate at which TC grows with pressure
in the 120-260GPa window (dTc/dP ' 0.4(K/GPa)),
while showing a high pressure shift of about 20GPa with
respect to the experimental data.

The similar superconducting behavior of the three
compounds results from the compensation of different be-
haviors of � and !log, shown in the right panels of the
same figure. These reflect different features of the three
Eliashberg functions, shown in Fig. 5, together with that
of SH3 for reference. The PH1,2,3 spectra have an over-
all similar shape, i.e. they are roughly proportional to
the phonon density of states, dominated by P modes at
low frequencies (< 80 meV), and hydrogen modes at high
frequencies.

A gap separates the hydrogen bond-bending vibrations

Figure 4. (Color online) Left: SCDFT calculated critical tem-
peratures TC for PH (blue), PH2 (green) and PH3 (red) as a
function of pressure. Experimental TC by resistivity measure-
ments from Drozdov et al. [36] are shown in black squares.
Overall a good agreement is found between the experimen-
tal values and those for PH, PH2 and PH3. Although the
PH2 composition shows significantly better agreement. Right:
trend in pressure of the (BCS-like) electron phonon coupling
coefficient � (top panel) and of the phononic characteristic
frequency !log (bottom panel) as a function of pressure.

from the rest of the spectrum; this part moves to higher
energies with increasing hydrogen content, but has very
little influence on TC due to the high frequencies in-
volved. The spectrum of SH3 is more compact, extending
up to 200 meV, having peaks of the ↵2F (!) higher, this
result in a large �(' 1.9).

As more and more theoretical predictions of new super-
conducting hydrides are available, there is an increasing
effort towards a systematic understanding of the factors
leading to high-TC [47, 65]. It is becoming clear that
the original idea of Ashcroft [18], that the heavier atoms
merely exert chemical pressure on the hydrogen lattice,
is oversimplified, and other factors, such as the forma-
tion of strong atomic bonds between H and the heavier
elements, play a crucial role. A good indicator of the
tendency of a material to follow one or another behavior
is the electronegativity of the heavy atom. Atoms which
are less electronegative than H tend to form solids which
contain H2 units with large characteristic vibration fre-
quencies, but relatively weak matrix elements (electron-
phonon coupling). More electronegative atoms, on the
other hand, tend to form polar-covalent bonds, which
couple strongly to phonons [9, 47].

Phosphorus, with an electronegativity equal to that
of hydrogen, lies on the border between the two regions
and for the three hydrides considered in this study the
electronic structure indicates a strong P-H hybridiza-
tion in the whole energy range (see supplemental ma-
terial). The values of the electronic density of state
(DOS) at the Fermi level – NEF – are comparable
(0.31 � 0.38 st/eV f.u.), and sensibly lower than those
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energy phases of PH1,2,3 display TC’s comparable to experiments, it remains uncertain if the measured values of
TC can be fully attributed to a phase-pure compound of PHn.
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In December 2014, Drozdov et al. reported a supercon-
ducting critical temperature (TC) of 203 K in an ultradense
phase of sulfur hydride (SH3) [1], identified by ab initio
crystal structure searches [2], breaking the record-TC pre-
viously held by the cuprates. Subsequent experimental and
theoretical studies have confirmed that superconductivity is of
conventional nature and occurs in the predicted bcc phase [1,3],
demonstrating the potential of ab initio crystal structure search
methods to identify new superconductors. Several studies
have meanwhile appeared in literature, discussing different
aspects underlying the exceptional TC, such as the role
of bonding, Coulomb screening, phonon anharmonicty, etc.
[4–11].

High-TC superconductivity based on a conventional
electron-phonon (ep) coupling mechanism has been suggested
by Ashcroft almost fifty years ago. He originally proposed
that this could be achieved if hydrogen was sufficiently
compressed, a prediction that has not yet been verified due
to the required extreme pressures [12–17]. More recently, he
suggested that the chemical precompression of hydrogen in
hydrogen-rich compounds could be an effective route to reach
metallization and high-TC superconductivity at experimentally
accessible pressures [18], stimulating an intense activity of
ab initio searches and predictions for high-TC superconducting
hydrides [2,19–31]. Until 2014, however, all high-pressure
phases which have been synthesized experimentally exhibited
rather low TC [32–35].

Eventually, the discovery of SH3 showed that high-TC in
hydrogen-rich solids can indeed be achieved. Thus, all stable
hydrogen-containing molecules which can be placed into the
compressing chamber of a diamond anvil cell are potential
candidates for high-TC superconductors, as long as they remain
stable against decomposition, amorphization, and the possible

formation of metal hydrides during the measurement of TC
[32–35].

In fact, less than one year after the discovery of su-
perconductivity in SH3, Drozdov et al. have very recently
reported high-TC superconductivity in a second hydrogen-rich
compound at extreme pressures: resistivity measurements
on phosphine (PH3) show that the samples, which are
semiconducting at ambient pressure, metallize above 40 GPa
and become superconducting at around 80 GPa, exhibiting
a maximum TC of 100 K at about 200 GPa [36]. Neither the
exact composition of the superconducting phase and its crystal
structure, nor the mechanism responsible for the high-TC
have been conclusively determined at this point. Analogies
with superconducting SH3, which was obtained from SH2
precursor, suggest that the superconductivity in the P-H system
is of conventional nature, but that the composition of the
superconducting phase might be different from the original
PH3 stoichiometry.

To shed light on this matter we used ab initio techniques
to map out the high-pressure phase diagram of the P-H binary
system by exploring the compositional and configurational
space of PHn with a sophisticated structure prediction method,
and estimated the superconducting properties of the most
promising phases. We found that all high-pressure binary
phases of P and H are metastable with respect to elemental
decomposition in the pressure range 100–300 GPa. However,
the critical temperatures of the three phases closest to the
convex hull (PH, PH2, and PH3) reproduce to a good
approximation the experimental TC values. Possible ways to
reconcile our results with experiments are discussed at the end
of this manuscript.

To sample the enthalpy landscape, we employed the minima
hopping method (MHM) [38,39], which has been successfully
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Figure 3. (Color online) Predicted formation enthalpies of
PHn with respect to decomposition into P and H at 120 GPa.
The solid red line denotes the convex hull of stability. Black
triangles show PBE and green squares hybrid functional val-
ues (HSE06). The color-gradient scale indicate the free-
energy within the harmonic approximation at temperatures
up to 400K (colorbar in Kelvin on the right) as computed on
top of PBE energies.

the Eliashberg function in an isotropic approximation,
while the residual Coulomb forces in the Cooper pairing
are included within the static random phase approxima-
tion [59–62], as used in Ref. 6 and 63.

The values of TC are shown in Fig. 4 and are com-
pared to the experimental values reported by Drozdov et
al. [36]. In the two right panels of the same figure we
show � and !log for the three phases as a function of
pressure [64].

Our calculated behavior of TC with respect to pressure
shows a fair agreement with experiments for all three
structures (PH, PH2 and PH3); The best agreement is
found for PH2, which has a TC of 40 K at 100GPa that
increases under pressure and reaches a maximum value
of 78 K at 220GPa. The PH system shows the best
agreement in the rate at which TC grows with pressure
in the 120-260GPa window (dTc/dP ' 0.4(K/GPa)),
while showing a high pressure shift of about 20GPa with
respect to the experimental data.

The similar superconducting behavior of the three
compounds results from the compensation of different be-
haviors of � and !log, shown in the right panels of the
same figure. These reflect different features of the three
Eliashberg functions, shown in Fig. 5, together with that
of SH3 for reference. The PH1,2,3 spectra have an over-
all similar shape, i.e. they are roughly proportional to
the phonon density of states, dominated by P modes at
low frequencies (< 80 meV), and hydrogen modes at high
frequencies.

A gap separates the hydrogen bond-bending vibrations

Figure 4. (Color online) Left: SCDFT calculated critical tem-
peratures TC for PH (blue), PH2 (green) and PH3 (red) as a
function of pressure. Experimental TC by resistivity measure-
ments from Drozdov et al. [36] are shown in black squares.
Overall a good agreement is found between the experimen-
tal values and those for PH, PH2 and PH3. Although the
PH2 composition shows significantly better agreement. Right:
trend in pressure of the (BCS-like) electron phonon coupling
coefficient � (top panel) and of the phononic characteristic
frequency !log (bottom panel) as a function of pressure.

from the rest of the spectrum; this part moves to higher
energies with increasing hydrogen content, but has very
little influence on TC due to the high frequencies in-
volved. The spectrum of SH3 is more compact, extending
up to 200 meV, having peaks of the ↵2F (!) higher, this
result in a large �(' 1.9).

As more and more theoretical predictions of new super-
conducting hydrides are available, there is an increasing
effort towards a systematic understanding of the factors
leading to high-TC [47, 65]. It is becoming clear that
the original idea of Ashcroft [18], that the heavier atoms
merely exert chemical pressure on the hydrogen lattice,
is oversimplified, and other factors, such as the forma-
tion of strong atomic bonds between H and the heavier
elements, play a crucial role. A good indicator of the
tendency of a material to follow one or another behavior
is the electronegativity of the heavy atom. Atoms which
are less electronegative than H tend to form solids which
contain H2 units with large characteristic vibration fre-
quencies, but relatively weak matrix elements (electron-
phonon coupling). More electronegative atoms, on the
other hand, tend to form polar-covalent bonds, which
couple strongly to phonons [9, 47].

Phosphorus, with an electronegativity equal to that
of hydrogen, lies on the border between the two regions
and for the three hydrides considered in this study the
electronic structure indicates a strong P-H hybridiza-
tion in the whole energy range (see supplemental ma-
terial). The values of the electronic density of state
(DOS) at the Fermi level – NEF – are comparable
(0.31 � 0.38 st/eV f.u.), and sensibly lower than those
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Hydrogen-rich compounds have been extensively studied both theoretically and experimentally in the quest
for novel high-temperature superconductors. Reports on sulfur hydride attaining metallicity under pressure and
exhibiting superconductivity at temperatures as high as 200 K have spurred an intense search for room-temperature
superconductors in hydride materials. Recently, compressed phosphine was reported to metallize at pressures
above 45 GPa, reaching a superconducting transition temperature (TC) of 100 K at 200 GPa. However, neither
the exact composition nor the crystal structure of the superconducting phase have been conclusively determined.
In this work, the phase diagram of PHn (n = 1,2,3,4,5,6) was extensively explored by means of ab initio
crystal structure predictions using the minima hopping method (MHM). The results do not support the existence
of thermodynamically stable PHn compounds, which exhibit a tendency for elemental decomposition at high
pressure even when vibrational contributions to the free energies are taken into account. Although the lowest
energy phases of PH1,2,3 display TC’s comparable to experiments, it remains uncertain if the measured values of
TC can be fully attributed to a phase-pure compound of PHn.
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In December 2014, Drozdov et al. reported a supercon-
ducting critical temperature (TC) of 203 K in an ultradense
phase of sulfur hydride (SH3) [1], identified by ab initio
crystal structure searches [2], breaking the record-TC pre-
viously held by the cuprates. Subsequent experimental and
theoretical studies have confirmed that superconductivity is of
conventional nature and occurs in the predicted bcc phase [1,3],
demonstrating the potential of ab initio crystal structure search
methods to identify new superconductors. Several studies
have meanwhile appeared in literature, discussing different
aspects underlying the exceptional TC, such as the role
of bonding, Coulomb screening, phonon anharmonicty, etc.
[4–11].

High-TC superconductivity based on a conventional
electron-phonon (ep) coupling mechanism has been suggested
by Ashcroft almost fifty years ago. He originally proposed
that this could be achieved if hydrogen was sufficiently
compressed, a prediction that has not yet been verified due
to the required extreme pressures [12–17]. More recently, he
suggested that the chemical precompression of hydrogen in
hydrogen-rich compounds could be an effective route to reach
metallization and high-TC superconductivity at experimentally
accessible pressures [18], stimulating an intense activity of
ab initio searches and predictions for high-TC superconducting
hydrides [2,19–31]. Until 2014, however, all high-pressure
phases which have been synthesized experimentally exhibited
rather low TC [32–35].

Eventually, the discovery of SH3 showed that high-TC in
hydrogen-rich solids can indeed be achieved. Thus, all stable
hydrogen-containing molecules which can be placed into the
compressing chamber of a diamond anvil cell are potential
candidates for high-TC superconductors, as long as they remain
stable against decomposition, amorphization, and the possible

formation of metal hydrides during the measurement of TC
[32–35].

In fact, less than one year after the discovery of su-
perconductivity in SH3, Drozdov et al. have very recently
reported high-TC superconductivity in a second hydrogen-rich
compound at extreme pressures: resistivity measurements
on phosphine (PH3) show that the samples, which are
semiconducting at ambient pressure, metallize above 40 GPa
and become superconducting at around 80 GPa, exhibiting
a maximum TC of 100 K at about 200 GPa [36]. Neither the
exact composition of the superconducting phase and its crystal
structure, nor the mechanism responsible for the high-TC
have been conclusively determined at this point. Analogies
with superconducting SH3, which was obtained from SH2
precursor, suggest that the superconductivity in the P-H system
is of conventional nature, but that the composition of the
superconducting phase might be different from the original
PH3 stoichiometry.

To shed light on this matter we used ab initio techniques
to map out the high-pressure phase diagram of the P-H binary
system by exploring the compositional and configurational
space of PHn with a sophisticated structure prediction method,
and estimated the superconducting properties of the most
promising phases. We found that all high-pressure binary
phases of P and H are metastable with respect to elemental
decomposition in the pressure range 100–300 GPa. However,
the critical temperatures of the three phases closest to the
convex hull (PH, PH2, and PH3) reproduce to a good
approximation the experimental TC values. Possible ways to
reconcile our results with experiments are discussed at the end
of this manuscript.

To sample the enthalpy landscape, we employed the minima
hopping method (MHM) [38,39], which has been successfully
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Superconductivity up to 243 K in the yttrium-
hydrogen system under high pressure
Panpan Kong 1,7, Vasily S. Minkov1,7, Mikhail A. Kuzovnikov2,7, Alexander P. Drozdov1, Stanislav P. Besedin1,
Shirin Mozaffari 3, Luis Balicas 3, Fedor Fedorovich Balakirev 4, Vitali B. Prakapenka 5, Stella Chariton5,
Dmitry A. Knyazev6, Eran Greenberg 5 & Mikhail I. Eremets 1✉

The discovery of superconducting H3S with a critical temperature Tc∼200 K opened a door to

room temperature superconductivity and stimulated further extensive studies of hydrogen-

rich compounds stabilized by high pressure. Here, we report a comprehensive study of the

yttrium-hydrogen system with the highest predicted Tcs among binary compounds and dis-

cuss the contradictions between different theoretical calculations and experimental data. We

synthesized yttrium hydrides with the compositions of YH3, YH4, YH6 and YH9 in a diamond

anvil cell and studied their crystal structures, electrical and magnetic transport properties,

and isotopic effects. We found superconductivity in the Im-3m YH6 and P63/mmc YH9 phases

with maximal Tcs of ∼220 K at 183 GPa and ∼243 K at 201 GPa, respectively. Fm-3m YH10

with the highest predicted Tc> 300 K was not observed in our experiments, and instead, YH9

was found to be the hydrogen-richest yttrium hydride in the studied pressure and tem-

perature range up to record 410 GPa and 2250 K.
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