ISOGEOMETRIC COLLOCATION MIXED METHODS FOR RODS
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Abstract. Isogeometric collocation mixed methods for spatial rods are presented and studied. A theoretical analysis of stability and convergence is available. The proposed schemes are locking-free, irrespective of the selected approximation spaces.

1. Introduction. Isogeometric Analysis (IGA), introduced by Hughes et al. [8, 12], is a powerful analysis tool aiming at bridging the gap between Computational Mechanics and Computer Aided Design (CAD). In its original form IGA has been proposed as a Galerkin method where the geometry is represented by the spline functions typically used by CAD systems and, invoking the isoparametric concept, field variables are defined in terms of the same basis functions used for the geometrical description.

The high regularity properties of the employed functions not only lead in many cases to superior accuracy per degree of freedom with respect to standard FEM (cf., e.g., [5, 9, 13, 15, 16]), but opens the possibility to employ the IGA concept within the collocation scheme framework (see [2, 3]). Within this context, a comprehensive study on the advantages of isogeometric collocation over Galerkin approaches is reported in [16].

Aim of this paper is to report our results regarding the IGA collocation scheme when applied to elastic rod problems, as detailed in [4].
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The outline of the paper is as follows. In Section 2, we briefly review the basic idea of IGA, after having introduced the Non-Uniform Rational B-Splines (NURBS) description of a spatial curve. Section 3 presents the rod model, while in Section 4 the discrete scheme is introduced together with our error estimates. Section 5 shows some numerical tests supporting the theoretical convergence results. Finally, a few conclusions are provided in Section 6.

2. NURBS-based isogeometric analysis. We begin by recalling that B-Splines are smooth functions constructed by piecewise polynomials. A B-spline curve in $\mathbb{R}^d$ is composed of linear combinations of B-spline basis functions and coefficients ($B_i$). These coefficients are points in $\mathbb{R}^d$, referred to as control points.

To define such functions we introduce a knot vector as a set of non-decreasing real numbers representing coordinates in the parametric space of the curve

$$\{\xi_1 = 0, \ldots, \xi_{n+p+1} = 1\},$$

(1)

where $p$ is the order of the B-spline and $n$ is the number of basis functions (and control points) necessary to describe it. The interval $[\xi_1, \xi_{n+p+1}]$ is called a patch. A knot vector is said to be uniform if its knots are uniformly-spaced and non-uniform otherwise; it is said to be open if its first and last knots have multiplicity $p + 1$. In what follows, we always employ open knot vectors. Basis functions formed from open knot vectors are interpolatory at the ends of the parametric interval $[0, 1]$ but are not, in general, interpolatory at interior knots.

Given a knot vector, univariate B-spline basis functions are defined recursively as follows.

For $p = 0$ (piecewise constants): $\quad N_{i,0}(\xi) = \begin{cases} 1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\ 0 & \text{otherwise,} \end{cases}$

(2)

for $p \geq 1$:

$\quad N_{i,p}(\xi) = \begin{cases} \frac{\xi - \xi_i}{\xi_i + p - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_i + p + 1 - \xi}{\xi_i + p + 1 - \xi_i} N_{i+1,p-1}(\xi) & \text{if } \xi_i \leq \xi < \xi_{i+p+1} \\ 0 & \text{otherwise}, \end{cases}$

(3)

where, in (3), we adopt the convention $0/0 = 0$.

If internal knots are not repeated, B-spline basis functions are $C^{p-1}$-continuous. If a knot has multiplicity $m$ the basis is $C^{k}$-continuous at that knot, where $k = p - m$. In particular, when a knot has multiplicity $p$, the basis is $C^0$ and interpolates the control point at that location. We define

$$\mathcal{S} = \text{span}\{N_{i,p}(\xi), i = 1, \ldots, n\}$$

(4)

To obtain a NURBS curve in $\mathbb{R}^3$, we start from a set $B_i^w \in \mathbb{R}^4$ ($i = 1, \ldots, n$) of control points (“projective points”) for a B-spline curve in $\mathbb{R}^4$ with knot vector $\Xi$. Then the control points for the NURBS curve are

$$[B_i]_k = \frac{[B_i^w]_k}{\omega_i}, \quad k = 1, 2, 3$$

(5)
where \([B_i]_k\) is the \(k^{th}\) component of the vector \(B_i\) and \(\omega_i = [B_i^r]_4\) is referred to as the \(i^{th}\) weight. The NURBS basis functions of order \(p\) are then defined as

\[
R_{i,p}(\xi) = \frac{N_{i,p}(\xi)\omega_i}{\sum_{j=1}^n N_{j,p}(\xi)\omega_j}.
\]

(6)

The NURBS curve \(\alpha\) is defined by

\[
\alpha(\xi) = \sum_{i=1}^n R_i^p(\xi)B_i.
\]

(7)

As usual, we denote the support of the curve \(\alpha\) by \(\Gamma(\alpha)\), hence \(\Gamma(\alpha) \subset \mathbb{R}^3\). In addition, we suppose that the map \(\alpha : [0, 1] \rightarrow \Gamma(\alpha)\) is smooth and invertible, with smooth inverse denoted by \(\alpha^{-1} : \Gamma(\alpha) \rightarrow [0, 1]\).

Following the isoparametric approach, the space of NURBS vector fields on \(\Gamma(\alpha)\) is defined, component by component, as the span of the push-forward of the basis functions (6):

\[
V_n = \text{span}\{R_{i,p} \circ \alpha^{-1}, i = 1, \ldots, n\}.
\]

(8)

We finally note that the images of the knots through the function \(\alpha\) naturally define a partition of the curve support \(\Gamma(\alpha) \subset \mathbb{R}^3\), called the associated mesh \(\mathcal{M}_h\), \(h\) being the mesh-size, i.e., the largest size of the elements in the mesh.

3. The rod mixed model. We here briefly present a variant of the (scaled) model of [1], where, in order to include the NURBS parameterization directly into the analysis, the parameterization used to describe the rod is not assumed to be the curvilinear abscissa. Therefore, we assume that the rod axis is defined by a NURBS curve \(\alpha(\xi)\), with \(\xi \in [0, 1]\), see (7). Accordingly, the tangent vector is \(\alpha'(\xi)\), and we notice that \(\alpha'(\xi)\) is not necessarily of unit length.

In order to develop the analysis, we require the minimal regularity assumption \(\alpha \in C^1[0, 1]\). In the considered mixed formulation, the unknowns are the displacements \(v(\xi)\), the rotations \(\phi(\xi)\), and a variable, \(\tau(\xi)\), associated to internal forces. Assuming for simplicity, but without loss of generality, clamped boundary conditions, the problem to be solved is the following:

\[
\begin{align*}
\text{Find } (\phi, v, \tau) & \in C^2[0, 1] \times C^1[0, 1] \times C^1[0, 1] \text{ such that:} \\
- \tau'(\xi) & = q(\xi), \quad \xi \in [0, 1] \\
- (E(\xi)\phi'(\xi))' - \alpha'(\xi) \times \tau(\xi) & = 0, \quad \xi \in [0, 1] \\
v'(\xi) - \phi(\xi) \times \alpha'(\xi) - d^2A^{-1}(\xi)\tau(\xi) & = 0, \quad \xi \in [0, 1] \\
v(0) = v(1) & = 0, \\
\phi(0) & = \phi(1) = 0.
\end{align*}
\]

(9)

In (9), the vector field \(q \in C^0[0, 1]\) represents the load acting on the rod, the tensor fields \(E \in C^1[0, 1]\) and \(A \in C^0[0, 1]\) are uniformly positive definite and symmetric, and they are associated to the given material law and section geometry, while \(d\) is a slenderness parameter (cf. [1, 7]). Moreover, we notice that data \(q, E, A\) are suitably scaled with respect to the local length factor of the rod parametrization.
For the collocation method purposes, we rewrite system (9) as:

\[
\begin{align*}
&\begin{cases}
-\tau'(\xi) = q(\xi), & \xi \in [0,1]; \\
-E(\xi)\varphi''(\xi) - E'(\xi)\varphi'(\xi) - \alpha'(\xi) \times \tau(\xi) = 0, & \xi \in [0,1]; \\
\varphi'(\xi) - \varphi(\xi) \times \alpha'(\xi) - d^2 A^{-1}(\xi)\tau(\xi) = 0, & \xi \in [0,1]; \\
v(0) = v(1) = 0, \\
\varphi(0) = \varphi(1) = 0.
\end{cases}
\end{align*}
\]

(10)

Using the variational approach of [7] and standard regularity results, one gets the following proposition.

**Proposition 1.** There exists a unique solution \((\varphi, v, \tau) \in C^2[0,1] \times C^1[0,1] \times C^1[0,1]\) to Problem (9) (and, therefore, also to Problem (10)). Moreover, it holds:

\[
||\varphi||_{W^{2,\infty}} + ||v||_{W^{1,\infty}} + ||\tau||_{W^{1,\infty}} \leq C||q||_{L^\infty}.
\]

(11)

4. **The collocation scheme.** We now present the collocation method for the rod model introduced previously.

We need to define a NURBS space \(\Phi_h \subset C^2[0,1]\), used for the rotation approximation, and associated with the knot vector

\[
\{\xi_1^\varphi = 0, \ldots, \xi_{n_\varphi+p_\varphi+1}^\varphi = 1\}.
\]

(12)

The knot vector (12) will be used for each of the three components of the approximated rotation field. Accordingly, we set (cf. (4) and (8)):

\[
\Phi_h = (V_{n_\varphi})^3.
\]

(13)

Analogously, we define the NURBS space

\[
V_h = (V_{n_v})^3 \subset C^1[0,1],
\]

(14)

for the displacement approximation, and associated with the knot vector (used component-wise)

\[
\{\xi_1^v = 0, \ldots, \xi_{n_v+p_v+1}^v = 1\}.
\]

(15)

Finally, we define the NURBS space

\[
\Gamma_h = (V_{n_\tau})^3 \subset C^1[0,1],
\]

(16)

for the internal force approximation, and associated with the knot vector (used component-wise)

\[
\{\xi_1^\tau = 0, \ldots, \xi_{n_\tau+p_\tau+1}^\tau = 1\}.
\]

(17)

We notice that it holds

\[
\text{dim}(\Phi_h) = 3n_\varphi; \quad \text{dim}(V_h) = 3n_v; \quad \text{dim}(\Gamma_h) = 3n_\tau.
\]

(18)

**Remark 1.** We remark that the three knot vectors above induce, in principle, three different meshes:

\[
M_{h_\varphi}; \quad M_{h_v}; \quad M_{h_\tau},
\]

with corresponding mesh-sizes \(h_\varphi, h_v, \text{ and } h_\tau\). In the sequel, we will set \(h = \max\{h_\varphi, h_v, h_\tau\}\). However, we notice that, in practical applications, the three meshes most often coincide.
Remark 2. We remark that, in principle, one might also think of using different knot vectors for the different components of the approximated fields. However, this latter choice does not seem to be of practical interest.

In the sequel, we will also use the spaces of first and second derivatives:

\[ \Phi_h'' := \{ \varphi''_h : \varphi_h \in \Phi_h \} ; \quad V_h' := \{ \varphi'_h : \varphi_h \in V_h \} ; \quad \Gamma_h' := \{ \tau'_h : \tau_h \in \Gamma_h \}, \]

whose dimensions are given by \( \dim(\Phi_h'') = 3(n_x - 2) \), \( \dim(V_h') = 3(n_v - 1) \), and \( \dim(\Gamma_h') = 3(n_r - 1) \), see (18). Furthermore, we introduce suitable sets of collocation points in \([0, 1] \):

\[
\begin{align*}
\mathcal{N}(\Phi_h'') & = \{ x_1, x_2, \ldots, x_{n_x-2} \}, \\
\mathcal{N}(V_h') & = \{ y_1, y_2, \ldots, y_{n_v-1} \}, \\
\mathcal{N}(\Gamma_h') & = \{ z_1, z_2, \ldots, z_{n_r-1} \}. 
\end{align*}
\]

We notice that it holds \( 3(\#(\mathcal{N}(\Phi_h''))) = \dim(\Phi_h) - 6 \), \( 3(\#(\mathcal{N}(V_h')) = \dim(V_h) - 3 \), and \( 3(\#(\mathcal{N}(\Gamma_h')) = \dim(\Gamma_h) - 3 \). Therefore, we have (cf. (10)):

\[
3(\#(\mathcal{N}(\Phi_h''))) + 3(\#(\mathcal{N}(V_h'))) + 3(\#(\mathcal{N}(\Gamma_h'))) + (\#(\text{boundary conditions})) = \dim(\Phi_h) + \dim(V_h) + \dim(\Gamma_h).
\]

We are now able to present the proposed scheme. Given the finite dimensional spaces defined in (13), (14), and (16), together with the collocation points introduced in (20), the discretized problem reads as follows.

Find \((\varphi_h, v_h, \tau_h) \in \Phi_h \times V_h \times \Gamma_h\) such that:

\[
\begin{align*}
- \tau'_h(z_i) & = q(z_i), \quad z_i \in \mathcal{N}(\Gamma_h') \\
- E(x_j)\varphi''_h(x_j) - E'(x_j)\varphi'_h(x_j) & - \alpha'(x_j) \times \tau_h(x_j) = 0, \quad x_j \in \mathcal{N}(\Phi_h'') \\
v'_h(y_k) - \varphi_h(y_k) \times \alpha'(y_k) - d^2 \Lambda^{-1}(y_k)\tau_h(y_k) & = 0, \quad y_k \in \mathcal{N}(V_h') \\
v_h(0) & = v_h(1) = 0, \\
\varphi_h(0) & = \varphi_h(1) = 0.
\end{align*}
\]

Notice that, according with (18) and (21), problem (22) is a linear system of \( 3(n_x + n_v + n_r) \) equations for \( 3(n_x + n_v + n_r) \) unknowns.

We finally present the following fundamental assumption on the collocation points.

Assumption 4.1. (Stable interpolation) There exists a constant \( C_{\text{int}} \), independent of the knot vectors, such that the following holds. For all functions \( \alpha, w, r \) in \( C^0[0, 1]^3 \) there exist unique interpolating functions:

\[
\begin{align*}
\alpha_{II}(x_j) & = \alpha(x_j), \quad \forall x_j \in \mathcal{N}(\Phi_h''), \\
w_{III}(z_i) & = w(z_i), \quad \forall z_i \in \mathcal{N}(V_h'), \\
r_{III}(y_k) & = r(y_k), \quad \forall y_k \in \mathcal{N}(\Gamma_h'), \\
\alpha_{III} & \in \Phi_h'' , \quad w_{III} \in V_h', \quad r_{III} \in \Gamma_h',
\end{align*}
\]
with the bounds
\[
\|\alpha_I\|_{L^\infty} \leq C_{\text{int}}\|\alpha\|_{L^\infty},
\]
\[
\|w_I\|_{L^\infty} \leq C_{\text{int}}\|w\|_{L^\infty},
\]
\[
\|\tau_I\|_{L^\infty} \leq C_{\text{int}}\|\tau\|_{L^\infty}.
\]

A comment on possible practical collocation points satisfying Assumption 4.1 can be found in Section 4.1.

4.1. Error estimates. We now state the main theoretical result proved in [4], concerning the convergence of the scheme (22).

**Theorem 4.1.** Let \((\varphi, v, \tau)\) and \((\varphi_h, v_h, \tau_h)\) represent the solutions of problem (10) and (22), under Assumption 4.1 on the collocation points. Then it holds
\[
\|\varphi - \varphi_h\|_{W^{2,\infty}} + \|v - v_h\|_{W^{1,\infty}} + \|\tau - \tau_h\|_{W^{1,\infty}} \leq C h^\beta
\]
with
\[
\beta = \min (p_\varphi, p_v, p_\tau - 1),
\]
and where the constant \(C\) is independent of the knot vectors and the thickness parameter \(d\).

We remark that the theoretical results establish error estimates in the \(W^{2,\infty}\)-norm while the convergence plots in Section 5 are reported in terms of \(L^2\)-norm errors, which are more relevant in engineering applications. However, we point out that, since the \(L^2\)-norm is bounded from above by the \(W^{2,\infty}\)-norm, our theoretical error estimates hold for the \(L^2\)-norm as well.

One could extend the above results to the case of less regular loads \(q\), obtaining a lower convergence rate \(\beta\). Moreover, approximation results in higher order norms can also be derived by using inverse estimates. We also remark that equation (24) should not be intended as a recipe to find the optimal balancing among \(p_\varphi\), \(p_v\) and \(p_\tau\) since the provided estimates are not sharp.

The optimal selection of points for interpolation of one-dimensional splines is addressed in various papers. The only choice proven to be stable (i.e., satisfying Assumption 4.1) for any mesh and degree are the so-called Demko abscissae, see for instance [10, 11]. A different approach proposed in the engineering literature [14] is to collocate at the Greville abscissae. We refer to [2] for a deeper investigation and comparison between the Demko and Greville choices.

**Remark 3.** Theorem 4.1 yields a converge estimate, uniform in the thickness parameter, without requiring any particular compatibility condition among the three discrete spaces \(\Phi_h, V_h, \Gamma_h\). Therefore, the proposed method is locking-free regardless of the chosen polynomial degrees and space regularities. Even different meshes can be adopted among the three spaces. Such result is surprising, at least in comparison with Galerkin schemes. Indeed, in typical Galerkin approaches the discrete spaces \(\Phi_h, V_h, \Gamma_h\) must be carefully chosen, in order to avoid the locking phenomenon and the occurrence of spurious modes.

5. Numerical tests. In this section, some numerical experiments are shown to test the accuracy of the method.

We alway collocate the relevant equations at the physical images of the Greville abscissae of the unknown field knot vectors as described below (cf. [6]).
The Greville abscissae related to a spline space of degree $p$ and knot vector \{\xi_1, \ldots, \xi_{n+p+1}\} are points of the parametric space defined by:
\[
\xi_i = \frac{\xi_{i+1} + \xi_{i+2} + \ldots + \xi_{i+p}}{p}, \quad \text{for } i = 1, \ldots, n.
\] (25)

In addition, we also need the Greville abscissae related to the $k$-th derivative space, which are defined as:
\[
\xi^k_i = \frac{\xi_{i+1+k} + \xi_{i+2+k} + \ldots + \xi_{i+p}}{p - k}, \quad \text{for } i = 1, \ldots, n - k.
\] (26)

We consider a $90^\circ$ circular arch, of radius $r$ and thickness $t$, clamped on one end and subjected to an out-of-plane concentrated load on the other end, as sketched in Figure 1. An analytical solution for this example can be obtained by hand calculation. Since the system is statically determinate, stress resultants can be obtained directly from equilibrium considerations. Figure 2 shows the stress resultants as functions of the angle $\theta$, expressed in terms of an intrinsic basis \{\zeta_1, \zeta_2, \zeta_3\}. The analytical solution for the displacements in $z$-direction is therefore:
\[
v_z = \frac{F_z r}{GA_2} \theta + \frac{F_z r^3}{GJ} (\theta + \cos(\theta) - \sin(\theta)) + \frac{1}{2} \theta \sin(\theta) - 1 + \frac{F_z r^3}{2EI_1} \theta \sin(\theta).
\] (27)

This reference solution is used to compute the $L^2$-norm of the error of displacements.

The convergence studies are performed for two different slenderness ratios, namely $t/r = 10^{-1}$ and $t/r = 10^{-4}$, and for polynomial degrees ranging from 3 to 8. The $L^2$-norm of the error of displacements is plotted versus the total number of collocation points in Figures 3-4.

Figure 3 shows the convergence plots using equal orders for displacements, rotations, and internal forces. A very good convergence behavior is observed independently of the slenderness. These results confirm the locking-free properties of mixed collocation methods. This characteristic is independent of the choice of spaces for the three fields, i.e., the spaces for displacements, rotations, and internal forces can be chosen freely without any inf-sup-like condition to be fulfilled by the spaces.
To further test this, the example is repeated with the following "exotic" choice of polynomial degrees: \( p_v = p_\varphi - 1 = p_n - 2 \). The results are plotted in Figure 4 and confirm the behavior described above.

It should also be noted that in Figures 3 and 4, zig-zagging of the curves due to converged results is really at machine precision, for both the thick and the thin cases, which proves that the mixed formulation does not cause conditioning problems.

6. Conclusions. In this work we have presented the application of isogeometric collocation techniques to the solution of spatial rods, as detailed in [4]. The obtained collocation scheme has been numerically tested in order to assess their accuracy and efficiency. In particular, it is interesting to highlight that the considered mixed formulations appeared to be locking-free for any choice of the discrete spaces for

\[ n_1 = 0, \quad n_2 = 0, \quad n_3 = F_z, \quad m_1 = F_z r (1 - \cos(\theta)), \quad m_2 = F_z r \sin(\theta), \quad m_3 = 0 \]

\[ \theta \]

\[ n_1 \]

\[ n_2 \]

\[ n_3 \]

\[ m_1 \]

\[ m_2 \]

\[ m_3 \]

\[ \theta \]

\[ r \]
displacements, rotations, and internal forces; such a remarkable behavior has also been analytically proven in the second part of the paper.

These results propose isogeometric collocation methods as a viable and efficient alternative to standard approximation methods for curved beams.
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