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1. Introduction

Isogeometric analysis (IGA) was introduced by Hughes et al. [1,2] to bridge the gap between computer aided geometric design (CAGD) and finite element analysis (FEA). The core idea of IGA is to use the same smooth and higher-order basis functions, e.g., non-uniform rational B-splines (NURBS) or T-splines, for the representation of both geometry in CAGD and the approximation of solutions fields in FEA. The primary goal of IGA is to simplify the cost-intensive mesh generation process required for standard FEA and to support a more tightly connected interaction between CAGD and FEA tools [3–5]. In addition and perhaps even more important, IGA turned out to be a superior computational mechanics technology, which on a per-degree-of-freedom basis exhibits increased accuracy and robustness in comparison to standard finite element methods.
(FEM) [6,7]. Of particular importance in this respect is the observation that, unlike standard FEM, the higher modes of IGA basis functions do not diverge with increasing degree, but achieve almost spectral accuracy that improves with degree [8,9]. IGA has been successfully applied in a variety of areas, such as structural vibrations [2,8], incompressibility [10,11], shells [12–15], fluid–structure interaction [16–18], turbulence [19,20], phase field analysis [21–24], contact mechanics [25–28], shape optimization [29,30], immersed boundary methods [31–36] and boundary element analysis [37,38].

Beyond their favorable approximation properties, the technical aspects of smooth higher-order basis functions raise the question of their efficient implementation. The integration of IGA capabilities into existing standard FEM codes was recently simplified by the concept of Bézier extraction for NURBS [39] and T-splines [40,41]. The development of suitable direct and iterative solvers has been recently initiated on shared [42,43] and distributed architectures [44]. Furthermore, the study of preconditioners and multigrid techniques for IGA has been started in [45–48], respectively. A further important issue is computationally efficient quadrature rules that achieve exact integration of system matrices with the smallest possible number of quadrature points. In Galerkin-type formulations, element-wise Gauss quadrature is optimal for standard FEM, but sub-optimal for IGA, since it ignores the inter-element continuity of its smooth basis functions. Taking into account the smoothness across element boundaries, a number of more efficient quadrature rules with reduced sets of quadrature points were recently developed by Hughes et al. [49,50]. Motivated by their work on quadrature, they also initiated research on isogeometric collocation methods [51,52], which can be interpreted as a one-point quadrature rule in the IGA context.

1.1. Is isogeometric collocation a game changer?

In contrast to Galerkin-type formulations, collocation is based on the discretization of the strong form of the underlying partial differential equations (PDE), which requires basis functions of sufficiently high order and smoothness. Consequently, the use of IGA for collocation suggests itself, since spline functions such as NURBS or T-splines can be readily adjusted to any order of polynomial degree and continuity required by the differential operators at hand. Furthermore, they can be generated for domains of arbitrary geometric and topological complexity, directly linked to and fully supported by CAGD technology.

The major advantage of isogeometric collocation over Galerkin-type methods is the minimization of the computational effort with respect to quadrature, since for each degree of freedom only one point evaluation at a so-called collocation point is required. This exceptional property constitutes a significant advantage of isogeometric collocation for applications where the efficiency and success of an analysis technology is directly related to the cost of quadrature. Furthermore, the bandwidth and non-zero population within the band are significantly reduced compared with a Galerkin method. This improves the performance of both direct and iterative equation solvers as well.

The most salient example of an application whose speed is almost entirely dependent on the cost of quadrature is explicit structural dynamics, where the computational cost is dominated by stress divergence evaluations at quadrature points for the calculation of the residual force vector. Codes used extensively for crash dynamics and metal forming, such as LS-DYNA, rely almost exclusively on low-order quadrilateral and hexahedral elements with one-point quadrature. This minimizes memory requirements and the number of constitutive evaluations and thus allows for the efficient computation of very large industrial problems with standard hardware in a reasonable time. However, one-point quadrature leads to rank deficient system matrices, which in turn induces mesh instabilities, e.g., “hourglass modes” [53]. Therefore, an additional stabilization by artificial viscous and/or elastic mechanisms becomes necessary, whose parameters usually require fine-tuning by computationally expensive and time-consuming sensitivity studies. Isogeometric collocation can be viewed as a one-point quadrature scheme that is rank sufficient. It provides the same advantages as standard techniques in terms of memory and computational efficiency, but, in addition, is free of mesh instabilities. Hence, IGA collocation methods eliminate the need for ad hoc hourglass stabilization techniques and their tuning parameters. Furthermore, they show great promise for the development of higher-order accurate time integration schemes due to the convergence of the high modes in the eigenspectrum [52] as well as for the development of locking free beam, plate and shell elements [54,55].

A further promising example is computational fluid dynamics (CFD). Over the last two decades, B-spline basis functions have been successfully used in the analysis of Navier–Stokes problems, in particular wall-bounded turbulent flows [19,20,56–59]. Due to their maximum smoothness, B-splines exhibit a high resolution power, which allows the representation of a broad range of scales of a turbulent flow. This eliminates the need to construct separate boundary schemes and leads to enhanced numerical results in comparison to other CFD approaches. For incompressible flows, divergence-conforming tensor-product B-splines are capable of exactly satisfying the incompressibility constraint a priori [60–62]. However, simulations based on Galerkin discretizations with B-splines are dominated by the high cost of quadrature. The evaluation of the nonlinear convection terms alone usually consumes more than 50% of the total analysis time [60]. B-spline collocation has been proposed and examined in several studies as an economical alternative that fully inherits the advantages of B-spline discretizations, but requires only a fraction of the computational time and memory due to the minimization of point evaluations [63–67]. Unfortunately, these studies seem to have sparked little interest in the CFD community so far, most probably since they have been limited to very simple geometries and because an efficient technology to incorporate more complex geometries has been missing. We believe that this gap can be ideally filled by isogeometric collocation methods, which are capable of naturally incorporating complex geometries based on CAGD technology. In our opinion, and based on the promising results of [64–66], isogeometric collocation opens the door for an efficient higher-order accurate and robust CFD analysis technology that works with a minimum number of quadrature points and fully embraces the geometric capabilities of IGA.
1.2. How does isogeometric collocation perform with respect to Galerkin methods?

To shed light on this essential question, the present paper will first compare isogeometric collocation (IGA-C) with isogeometric Galerkin (IGA-G) and standard $C^0$ finite element methods (FEA-G) in terms of their computational cost and efficiency. Aiming at a broad and complete picture, we highlight three different aspects: First, we assess the computational cost for forming and assembling discrete systems that emerge from IGA-C, IGA-G and FEA-G. We consider both stiffness matrices and residual vectors, taking into account the total number of quadrature/collocation points as well as the floating point operations required to evaluate a collocation and a quadrature point in different problem classes. The operation counts demonstrate that, compared with the Galerkin methods, IGA-C considerably reduces the computing cost. Second, we examine key indicators, such as bandwidth and cost of matrix-vector products, to characterize the efficiency of direct and iterative solvers. They consistently indicate a superior solver performance for IGA-C over IGA-G. Third, we quantify the cost of IGA-C, IGA-G and FEA-G to solve a series of representative benchmark problems in 3D, considering different combinations of smooth and “rough” solutions for scalar and vector fields. We compare the different methods with respect to accuracy vs. the number of degrees of freedom as well as accuracy vs. the total computing time. With respect to the number of degrees of freedom, IGA-G is several orders of magnitude more accurate than IGA-C and FEA-G. With respect to accuracy vs. computing time, IGA-C is superior to both IGA-G and FEA-G. The latter manifests the potential of isogeometric collocation as a fast and accurate IGA technology.

1.3. Local adaptivity in isogeometric collocation with hierarchical refinement of NURBS

In the second part of the paper, we explore the use of hierarchically refined NURBS basis functions for isogeometric collocation. Hierarchical refinement of NURBS has recently gained increasing attention as a viable pathway to local refinement of NURBS parameterizations for use in IGA [68–72]. The technology relies on the principle of B-spline subdivision [73,74], which makes it possible to reliably control linear independence throughout the refinement process. In addition, the maximum smoothness of NURBS is maintained, which is essential for use in collocation. Since hierarchical B-splines rely on a local tensor product structure, they can be easily generalized to arbitrary dimensions and facilitate automation of the refinement process [70,72]. A hierarchical organization of a basis can be directly transferred into tree data structures [75–77], which allow for a straightforward implementation with manageable coding effort.

However, at first sight, using a hierarchically refined NURBS basis in collocation seems not straightforward, since collocation points derived from the Greville abscissae of different hierarchical levels are generally not distinct, which is necessary for the linear independence of the system matrix. To overcome this problem, we introduce the concept of weighted collocation for NURBS basis functions. Instead of generating each discrete collocation equation from the evaluation of the PDE at a single collocation point, we use a weighted average of PDE evaluations taken at several collocation points. Weighted IGA collocation can be consistently derived from the two-scale relation of B-spline subdivision and allows the presence of coincident collocation points. To preserve the core advantage of a minimum number of point evaluations, we restrict the use of weighted collocation to the transition regions, where NURBS basis functions of different hierarchical levels overlap, and continue to collocate at single Greville abscissae in the rest of the domain, where coincident collocation points cannot occur. A further simplification of the method can be achieved by exploiting the idea of truncated hierarchical NURBS [70,78] in the transition regions. The validity and effectiveness of the resulting adaptive IGA collocation scheme is illustrated by a number of numerical examples in one, two and three dimensions. In particular, we demonstrate that, if we use the weighting scheme locally, the ratio between the number of collocation points and the number of degrees of freedom always remains close to one.

1.4. Structure and organization of the paper

The present work is organized as follows: Section 2 provides a brief review of NURBS based isogeometric analysis and the derivation of IGA collocation from the method of weighted residuals. Section 3 presents the comparative study that discusses various aspects related to the computational efficiency of IGA-C, IGA-G and FEA-G. Section 4 gives a brief introduction to hierarchical refinement of NURBS basis functions. Section 5 introduces the concept of weighted isogeometric collocation. Section 6 derives the adaptive isogeometric collocation method, combining the advantages of standard IGA collocation, weighted collocation and hierarchical refinement. Section 7 presents a range of numerical examples, illustrating the effectiveness of adaptive IGA collocation. Section 8 summarizes our most important points and motivates future research in IGA collocation.

2. NURBS-based isogeometric collocation

We start with a concise introduction to isogeometric collocation methods in the spirit of [51,52]. After a brief review of B-spline and NURBS basis function technology, we derive the discrete collocation equations, following the method of weighted residuals. We clarify the main features of collocation by comparison with the well-known Galerkin method. Finally, we summarize some key technical aspects of isogeometric collocation.
2.1. B-spline and NURBS basis functions

In the following, we outline some technical aspects of B-spline and NURBS bases for IGA. Readers interested in more details are referred to Piegl and Tiller [79], Cohen et al. [80], Rogers [81] or Farin [82], who provide in-depth reviews of the underlying geometric concepts and algorithms.

2.1.1. Univariate B-splines

A B-spline basis of degree $p$ is formed from a sequence of knots called a knot vector $\Xi = \{\xi_1, \xi_2, \ldots, \xi_{n+p+1}\}$, where $\xi_1 < \xi_2 < \cdots < \xi_{n+p+1}$ and $\xi_1 \in \mathbb{R}$ is called a knot. A univariate B-spline basis function $N_{i,p}(\xi)$ is defined using a recurrence relation, starting with the piecewise constant ($p = 0$) basis function

$$N_{i,0}(\xi) = \begin{cases} 1, & \text{if } \xi_i \leq \xi \leq \xi_{i+1}, \\ 0, & \text{otherwise.} \end{cases}$$

For $p > 0$, the basis function is defined using the Cox–de Boor recursion formula

$$N_{i,p}(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} N_{i+1,p-1}(\xi),$$

where we respect the convention $0^0 = 0$.

If a knot has multiplicity $k$, the smoothness of the B-spline basis is $C^{p-k}$ at that location. Fig. 1a illustrates a B-spline basis of polynomial degree $p = 3$ and knot vector $\Xi = \{0, 0, 0, 1, 2, 3, 4, 4, 4, 4\}$, where knots at the beginning and the end are repeated $p + 1$ times to make the basis interpolatory (in this case, the knot vector is said to be open).

Having constructed the corresponding basis functions, we can build a B-spline curve in $d$ dimensions by a linear combination of basis functions

$$C(\xi) = \sum_{i=1}^{n} P_i N_{i,p}(\xi),$$

where coefficients $P_i \in \mathbb{R}^d$ are called control points. Piecewise linear interpolation of the control points defines the control polygon. An example generated from the B-spline basis shown in Fig. 1a is provided in Fig. 1b. Note that the curve is of continuity class $C^2$.

2.1.2. Multivariate B-splines

Multivariate B-splines are a tensor product generalization of univariate B-splines. We use $d_i$ and $d_p$ to denote the dimension of the physical and parameter spaces, respectively. Multivariate B-spline basis functions are generated from $d_p$ univariate knot vectors

$$\Xi^\ell = \{\xi_{\ell,1}^\ell, \xi_{\ell,2}^\ell, \ldots, \xi_{\ell,n_{\ell}+p_{\ell}+1}^\ell\},$$

where $\ell = 1, \ldots, d_p$, $p_i$ indicates the polynomial degree along parametric direction $\ell$, and $n_{\ell}$ is the associated number of basis functions. The resulting univariate B-spline basis functions in each direction $\ell$ can then be denoted by $N_{i,p_i}$, from which multivariate basis functions $B_{i,p}(\xi^\ell)$ can be constructed as

$$B_{i,p}(\xi^\ell) = \prod_{\ell=1}^{d_p} N_{i,p_{\ell}}(\xi^\ell).$$

Fig. 1. Example of cubic B-spline basis functions and a corresponding B-spline curve in 2D.
Multi-index $i = (i_1, \ldots, i_d)$ denotes the position in the tensor product structure, $p = (p_1, \ldots, p_d)$ indicates the polynomial degree, and $\xi = (\xi_1, \ldots, \xi_d)$ are the parametric coordinates in each parametric direction. A bivariate parametric space and B-spline basis function are shown in Fig. 2a and b, respectively. B-spline surfaces ($d_p = 2$) and solids ($d_p = 3$) are a linear combination of multivariate B-spline basis functions and control points in the form

$$
S(\xi) = \sum_i P_i B_{ip}(\xi),
$$

where the sum is taken over all combinations of multi-index $i$. In the multivariate case, the control points $P_i \in \mathbb{R}^d$ form the so-called control mesh.

### 2.1.3. Non-uniform rational B-splines

NURBS can be obtained through a projective transformation of a corresponding B-spline in $\mathbb{R}^{d_p+1}$. Univariate NURBS basis functions $R_{ip}(\xi)$ are given by

$$
R_{ip}(\xi) = \frac{w_i N_{ip}(\xi)}{\sum_{j=1}^n w_j N_{jp}(\xi)},
$$

where $N_{ip}(\xi)$ are polynomial B-spline basis functions and $w_i$ are weights. Multivariate NURBS basis functions are formed as

$$
R_{ip}(\xi) = \frac{w_i B_{ip}(\xi)}{\sum_{j} w_j B_{jp}(\xi)}.
$$

NURBS curves, surfaces and solids are then defined as

$$
S(\xi) = \sum_i P_i R_{ip}(\xi).
$$

Suitable control points and weights for arbitrarily complex geometries can be derived with and exported from CAGD tools such as Rhino [4,83].

### 2.2. The variational background of collocation

The collocation method can be considered as a member of the family of numerical schemes based on the method of weighted residuals [84–87,2]. In what follows, we focus on the boundary value problem associated with steady advective-diffusive transport, defined in strong form as

$$
\mathcal{L}(u) \equiv a \cdot \nabla u - \nabla \cdot (D \nabla u) = f \text{ in } \Omega,
$$

$$
u = u_D \text{ on } \Gamma_D,
$$

$$
n \cdot D \nabla u = h \text{ on } \Gamma_N,
$$

where $\mathcal{L}$ denotes the advection-diffusion operator, $u(x)$ is the scalar unknown, $a$ is the velocity, $D$ is the diffusion coefficient and $f$ is a source term. The function $u_D$ specifies the solution of $u$ on the Dirichlet boundary $\Gamma_D$, while function $h$ specifies the normal diffusive flux on the Neumann boundary $\Gamma_N$. The unit outward normal along $\Gamma$ is denoted by $n$. The principles outlined in the following equivalently apply to other PDE systems as well, e.g., elasticity [52].
2.2.1. The method of weighted residuals

The method of weighted residuals (MWR) considers approximations \( u' \) to the exact solution \( u \) of the form

\[
    u' = \tilde{u}_0(\bm{x}) + \sum_{i=1}^{n} N_i(\bm{x}) \, \hat{c}_i. \tag{11}
\]

The function \( \tilde{u}_0 \) in Eq. (11) is viewed as an extension of the prescribed boundary condition, that is, it is defined on \( \Omega \) and satisfies the Dirichlet boundary condition Eq. (10b) when evaluated on \( \Gamma_D \). The remainder of Eq. (11) is chosen from a \( n \)-dimensional finite subspace \( S_n = \text{span}(N_1(\bm{x}), \ldots, N_n(\bm{x})) \), spanned by the linearly independent basis functions \( N_i \), and exactly satisfies the zero Dirichlet boundary a priori. The corresponding unknown coefficients \( \hat{c}_i \) are determined in such a way that the residuals, which are obtained by the substitution of \( u' \) into Eqs. (10a) and (10c), are zero in an average sense as follows

\[
    \int_{\Omega} (\mathcal{L}(u') - f) \, \omega_{\Omega} \, d\Omega + \int_{\Gamma_N} \left( \mathbf{n} \cdot D \nabla u' - h \right) \, \omega_{\Gamma} \, d\Gamma = 0. \tag{12}
\]

Functions \( \omega_{\Omega}(\bm{x}) \) and \( \omega_{\Gamma}(\bm{x}) \) are test functions that are defined over the domain \( \Omega \) and the Neumann boundary \( \Gamma_N \), respectively. Note that we do not need to consider the residual that emanates from Eq. (10b), since Dirichlet boundary conditions are exactly satisfied a priori by Eq. (11). Eq. (12) constitutes the weighted-residual or weak form of the boundary value problem Eqs. (10).

2.2.2. Collocation

In the collocation method, test functions \( \omega_{\Omega}(\bm{x}) \) and \( \omega_{\Gamma}(\bm{x}) \) are selected as two sets of Dirac \( \delta \) functions, which can be formally constructed as the limit of a sequence of smooth functions with compact support that converge to a distribution \([51,52]\), satisfying the so-called sifting property

\[
    \int_{\Omega} g_{\Omega}(\bm{x}) \, \delta_{\Omega}(\bm{x} - \bm{x}_i) \, d\Omega = g_{\Omega}(\bm{x}_i),
\]

\[
    \int_{\Gamma} g_{\Gamma}(\bm{x}) \, \delta_{\Gamma}(\bm{x} - \bm{x}_i) \, d\Gamma = g_{\Gamma}(\bm{x}_i)
\]

provided that \( g_{\Omega} \) is a continuous function about the point \( \bm{x}_i \in \Omega \) and \( g_{\Gamma} \) is a continuous function on the boundary about the point \( \bm{x}_i \in \Gamma \).

In collocation, the Dirac \( \delta \) test functions are defined at \( k \) interior points in \( \Omega \) with coordinates \( \bm{x}_i, i = 1, \ldots, k \), and \( n - k \) boundary points on \( \Gamma_N \) with coordinates \( \bm{x}_i, i = k + 1, \ldots, n \), and read

\[
    \omega_{\Omega} = \sum_{i=1}^{k} \delta_{\Omega}(\bm{x} - \bm{x}_i) \, \hat{c}_i, \tag{15}
\]

\[
    \omega_{\Gamma} = \sum_{i=k+1}^{n} \delta_{\Gamma}(\bm{x} - \bm{x}_i) \, \hat{c}_i, \tag{16}
\]

where \( n \) denotes the total number of basis functions. The locations of the Dirac \( \delta \) functions are called collocation points and are illustrated in Fig. 3a. Substitution of Eqs. (15) and (16) into the weak form Eq. (12) yields

\[
    \sum_{i=1}^{k} \hat{c}_i \left( \mathcal{L} \left[ \tilde{u}_0(\bm{x}_i) + \sum_{j=1}^{k} N_j(\bm{x}_i) \, \hat{c}_j \right] - f(\bm{x}_i) \right) + \sum_{i=k+1}^{n} \hat{c}_i \left( \mathbf{n}_i \cdot D \sum_{j=k+1}^{n} \nabla N_j(\bm{x}_i) \, \hat{c}_j - h(\bm{x}_i) \right) = 0. \tag{17}
\]

In this step, the integrals are naturally eliminated due to the sifting property, Eqs. (13) and (14), of the Dirac \( \delta \) test functions. Collocation thus amounts to satisfying the strong form of the residual at the collocation points.

Since coefficients \( \hat{c}_i \) are arbitrary, Eq. (17) yields a system of linear algebraic equations with unknowns \( \hat{c}_j \). The elements of the system matrix \( K \) and load vector \( F \) are defined as

\[
    K_{ij} = \begin{cases} 
    \mathcal{L} \left( N_j(\bm{x}_i) \right), & \text{for } 1 \leq i \leq k, \\
    \mathbf{n}_i \cdot D \nabla N_j(\bm{x}_i), & \text{for } k + 1 \leq i \leq n,
    \end{cases} \tag{18}
\]

\[
    F_i = \begin{cases} 
    - \mathcal{L} \left( \tilde{u}_0(\bm{x}_i) \right) + f(\bm{x}_i), & \text{for } 1 \leq i \leq k, \\
    - \mathbf{n}_i \cdot D \nabla \tilde{u}_0(\bm{x}_i) + h(\bm{x}_i), & \text{for } k + 1 \leq i \leq n.
    \end{cases} \tag{19}
\]

The system can be solved for the unknown coefficients \( \hat{c}_j \), which define the approximation \( u' \) of Eq. (11). It should be noted that the system matrix of Eq. (18) is generally not symmetric.

Due to the evaluation of the differential operators of the PDE, collocation requires basis functions \( N_i \) with certain smoothness properties, so that higher derivatives are well-defined in the vicinity of each collocation point. In our numerical examples, we need to evaluate the second-order advection-diffusion operator \( \mathcal{L} \) of Eq. (10), so that basis functions are required,
which are at least $C^2$ at all interior collocation points and at least $C^1$ on the Neumann boundary. We note that there are many forms and instantiations of collocation methods, e.g., subdomain collocation [84,87,88], radial boundary collocation [89–91], or meshfree point collocation methods [92,93].

2.2.3. Galerkin

To clarify the variational concept of collocation, it is instructive to compare it with the derivation of the Galerkin method [2,94,95,87]. The Galerkin method adopts the same formal approximation $u$ of the solution, i.e. Eq.(11). In contrast to (point) collocation, which uses a set of Dirac $\delta$ functions, the Galerkin method chooses test functions $x$ and $\chi$, which are zero at $D$, but can otherwise be represented by the same basis functions as the approximation of the solution in Eq.(11)

$$x = \sum_{i=1}^{n} N_i(x) \chi_i.$$  

The Galerkin solution is thus determined by forcing the residual to be orthogonal to each basis function in the following sense

$$\int_{\Omega} (L[u(x)] - f(x))\omega_i d\Omega + \int_{\Gamma_k} (\mathbf{n} \cdot \mathbf{D} \nabla u(x) - h(x))\omega_i d\Gamma = 0.$$  

This form still requires at least $C^1$-continuous basis functions or additional terms that handle the jumps in the derivatives of $C^0$-continuous basis functions. Applying integration by parts and the divergence theorem to the diffusion term, we obtain the standard well-known variational formulation of the Galerkin method [96], which is valid for $C^0$-continuous basis functions. The components of the system matrix $K_{ij}$ and the load vector $F_i$ are derived as

$$K_{ij} = \int_{\Omega} N_i(a \cdot \nabla N_j) d\Omega + \int_{\Omega} \nabla N_i \cdot (D \nabla N_j) d\Omega,$$

$$F_i = \int_{\Omega} N_i f d\Omega + \int_{\Gamma_k} N_i h \, d\Gamma.$$  

A comparison with the corresponding terms of the collocation method in Eq. (18) and (19) reveals two major technical differences between the two methods. First, due to integration by parts in Eq. (21), Galerkin reduces the minimum continuity required by the basis functions $N_i$ to $C^0$, which opens the door to standard $C^0$-continuous FEA technology. In collocation, however, the required smoothness corresponds to the highest differential operator in the strong form of the PDE, which calls for a minimum continuity of $C^2$ in the present case. Note that $C^1$ is sufficient for collocation points that are not located at the knots.

Second, due to the finite support of the Galerkin test functions, integrals are not eliminated from the discretized variational statement as they are in the collocation method due to the sifting property of the Dirac $\delta$ test functions. This requires their evaluation by numerical quadrature rules of the form

$$\int_{\Omega} g(x) d\Omega = \sum_k g(x_k) w_k$$  

which replace the continuous integral by several point evaluations multiplied by corresponding weights $w_k$ in each element. Consequently, the computational effort of evaluating the Galerkin matrix and load vector is considerably increased as compared to collocation, which operates with the optimum of only one point evaluation for each basis function $N_i$.  

![Diagram](https://example.com/diagram.png)

**Fig. 3.** IGA collocation: schematic outline of different collocation points.
2.3. Isogeometric collocation

Isogeometric collocation emanates from the combination of isogeometric basis function technology and the collocation method as described in Sections 2.1 and 2.2, respectively. Since smooth B-splines and NURBS naturally comply with the continuity requirements of collocation, the use of IGA in a collocation framework suggests itself. Beyond the essential property of smoothness, IGA basis functions come with an apparatus of optimized algorithms that allow for a highly formalized and efficient implementation and can handle very complex geometries \[79,81,82\]. The collocation method brings to the table its robustness and computational efficiency in terms of a minimum of point evaluations. In the following, we briefly summarize the key technical aspects of IGA collocation:

- **Collocation at Greville abscissae**: The success of a collocation method predominantly relies on the choice of suitable collocation points. In the framework of B-spline based collocation methods, different sets of points have been proposed that lead to collocation schemes with different stability and convergence properties. Examples are orthogonal collocation on Gauss-type quadrature points \[97,63\], the maxima of spline basis functions \[64,98\], and the Demko points \[99,51\]. In the present study, we use the Greville abscissae, which are reported to be a very good choice from a practical engineering point of view \[66,98,51,52\]. Collocation points based on the Greville abscissae have been shown to provide the best possible rates of convergence, while they have been found to be unstable only for very unusual cases \[51,52\]. A Greville abscissa in 1D can be easily computed from a knot vector \(\Xi = (\xi_1, \xi_2, \ldots, \xi_{n+p-1})\) as

\[
\hat{\xi}_i = \frac{\xi_{i+1} + \cdots + \xi_{i+p}}{p}, \quad i = 1, \ldots, n,
\]

where \(n\) denotes the number of basis functions in the patch. Eq. (25) automatically produces the optimal number of points, so that each point can be associated with one particular basis function. Furthermore, favorable properties also hold for higher dimensional patches, for which Greville points can be easily generated by taking the tensor product of the 1D Greville abscissae of each parametric direction.

- **Imposition of boundary conditions**: Boundary conditions directly follow from the variational formulation derived in Section 2.2. Dirichlet boundary conditions are satisfied strongly by incorporating them into the approximation \(u^*\) of Eq. (11). Therefore, Greville points located on \(\Gamma_0\) do not need to be taken into account. Neumann boundary conditions are imposed by the evaluation of the normal diffusive flux at the \(n - k\) boundary collocation points on \(\Gamma_n\), see Fig. 3a and Eqs. (17)–(19).

- **Multi-patch geometries**: Geometric parameterizations in CAGD are often composed of several conforming NURBS patches, where the smoothness of basis functions is reduced to \(C^0\) along patch interfaces. \(C^0\) continuity is the physically appropriate condition at material interfaces. It is shown in [52] that IGA collocation can handle multi-patch parameterizations by introducing Neumann-type flux conditions for collocation points on the interface, which can be handled in the same way as Neumann boundary conditions (see Fig. 3b). This allows the collocation equations of each patch to be constructed individually, and the global system can be completed by simply summing up the equations associated with interface collocation points shared by multiple patches. Neumann-type interface conditions for different multi-patch scenarios are tabulated in [52].

- **Reduced regularity of the geometric boundary**: The evaluation of flux conditions at boundary and interface collocation points involves a well-defined normal vector \(n\), which requires a regular boundary curve that is at least \(C^1\). It is shown in [52] that collocation points that lie on boundary locations of reduced regularity such as corners or sharp edges can be treated as follows: The flux condition is evaluated several times for all normal vectors that are well-defined in the neighborhood of the critical collocation point. The final contribution to the system matrix is simply their average (see also Fig. 3b). Averaging rules for different irregular points are tabulated in [52].

Readers interested in a more detailed presentation and the theoretical background of these issues are referred to the fundamental contributions in [51,52].

3. Comparison of isogeometric collocation with isogeometric Galerkin and \(C^0\) finite element methods in terms of computational efficiency

In the following, we provide an extensive comparison of isogeometric collocation (IGA-C) with isogeometric Galerkin (IGA-G) and standard \(C^0\) finite element methods (FEA-G) in terms of their computational efficiency. In this section, we will quantify the efficiency of a method by estimating the computational cost of its main algorithms that we measure in terms of the number of floating point operations (flops) involved as well as by computing times measured with our codes. When looking at flops, we adopt the corresponding operation counts as a suitable indicator of the actual computing time. The present section will focus on three main aspects: (a) Cost for the formation and assembly of stiffness matrices and residual vectors; (b) cost for the direct and iterative solution of systems of algebraic equations; and (c) accuracy in error norms vs. the total number of degrees of freedom as well as vs. the total computing time that includes formation/assembly, preconditioning and
iterative solution. The results demonstrate the potential of IGA-C to achieve a specified level of accuracy with a computational effort that is orders of magnitude smaller than for IGA-G and FEA-G.

3.1. Cost for the formation and assembly of stiffness matrices and residual vectors

The cost required for the formation and assembly of stiffness matrices and residual vectors is governed by the number of quadrature/collocation points and the algorithmic operations required at each of these points. We consider model discretizations in one, two and three dimensions that are characterized by the polynomial degree $p$ of the basis functions and the number of elements $n$ in each parametric direction. For the sake of clarity and simplicity, we assume throughout this section that the model discretizations in 2D and 3D have the same number of elements $n$ in each parametric direction. The spatial dimension of the model discretizations will be denoted by parameter $d$. We refer to the domains delineated by knot spans as Bézier elements, or knot span elements, or simply as elements. These terms are used synonymously. We also note that this terminology is consistent with the usual notion of a finite element in which case the (typically $C^0$) element boundaries are the knots, thus pertaining to spline-based methods as well as traditional finite element methods. For IGA-G and IGA-C, we employ $C^{p-1}$-continuous NURBS basis functions defined by a single patch [1,2]. For FEA-G, we use elements based on Bernstein polynomials [39,82,100]. We note that many of our results and conclusions equivalently hold for other $C^0$ approximations, such as basis functions based on Lagrange [96] or integrated Legendre polynomials [101], since their functions have the same support and span the same space as Bernstein polynomials. It should be kept in mind that each element of a $C^0$-continuous discretization introduces more independent degrees of freedom than a corresponding knot span element of a $C^{p-1}$-continuous NURBS discretization. To avoid a potential bias, we will mostly consider operation counts per basis function or per degree of freedom.

In IGA-C, the cost of formation and assembly is dominated by the evaluation of interior collocation points, since the number of points in the interior of a spline patch is one order of magnitude larger than the number of boundary points on the Neumann boundary. In addition, the computation of interior points is more expensive, since it involves second derivatives. For the sake of simplicity and clarity, we assume in our counts that each collocation point is an interior point.

3.1.1. Number of quadrature/collocation points

The number of quadrature/collocation points in the model discretizations depends on $n, p$ and $d$. Corresponding counts are given in the first row of Table 1 for IGA-C, IGA-G and FEA-G. The counts for the Galerkin based methods are based on full Gauss quadrature [96], which is optimal for FEA-G. For IGA-G, we also report counts based on the nearly optimal quadrature rule recently given in [50]. The latter takes into account the inter-element continuity of smooth NURBS basis functions and leads to a reduction of point evaluations by a factor of about $1/2^d$.

More significant for the efficiency of a method is the ratio between number of quadrature or collocation points and the number of basis functions, since this relates the number of point evaluations to the approximation power of the basis. Note that an equivalent measure is the number of point evaluations per control point or node of the IGA or FEA mesh, respectively. The corresponding counts are given in the second row of Table 1. In the third row, we state the asymptotic numbers for the case of $n \gg p$. We plot the number of quadrature/collocation points per basis function for increasing $n$ and $p$ in Fig. 4a and b, respectively. We observe that with respect to the optimum ratio of one obtained for IGA-C, the number of point evaluations per basis function is slightly higher in FEA-G, eventually converging to a value close to the optimum of one for a large $n$ and $p$. For IGA-G (Gauss), however, the number of point evaluations per basis function is one to two orders of magnitude larger, asymptotically converging to values far away from one.

3.1.2. Cost of formation and assembly at one quadrature/collocation point

The small number of point evaluations is only one advantage of IGA-C. The second important aspect with respect to computational efficiency is the cost for the evaluation of local element arrays (e.g., stiffness matrices and residual vectors) at each quadrature/collocation point. In IGA-G and FEA-G, handling the local element arrays can be considered a two-step process of “form and assemble”. The term formation refers to their construction by the algorithms in the element subroutines. The term assembly refers to the placement of the local arrays in the global arrays by the assembly subroutine. In IGA-C, the local array resulting from one collocation point contains all entries of one row of the global array. It is therefore more efficient when at each collocation point the local subroutine directly operates on the corresponding row of the global matrix.

<table>
<thead>
<tr>
<th>Total</th>
<th>IGA-C</th>
<th>IGA-G (Gauss)</th>
<th>IGA-G (optimal)</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n+p$</td>
<td>$n^d(p+1)^d$</td>
<td>$(n+1)^d(p/2+1)^d$</td>
<td>$n^d(p+1)^d$</td>
<td>$n^d(p+1)^d$</td>
</tr>
<tr>
<td>$n^d$</td>
<td>$n^d(p+1)^d$</td>
<td>$(n+1)^d(p/2+1)^d$</td>
<td>$n^d(p+1)^d$</td>
<td>$n^d(p+1)^d$</td>
</tr>
<tr>
<td>$p+1$</td>
<td>$(p+1)^d$</td>
<td>$(p/2+1)^d$</td>
<td>$(p+1)^d$</td>
<td>$(p+1)^d$</td>
</tr>
<tr>
<td>$m^d$</td>
<td>$(m+p)^d$</td>
<td>$(m+p)^d$</td>
<td>$(m+p)^d$</td>
<td>$(m+p)^d$</td>
</tr>
<tr>
<td>$n^d$</td>
<td>$n^d(p+1)^d$</td>
<td>$(n+1)^d(p/2+1)^d$</td>
<td>$n^d(p+1)^d$</td>
<td>$n^d(p+1)^d$</td>
</tr>
<tr>
<td>$p+1$</td>
<td>$(p+1)^d$</td>
<td>$(p/2+1)^d$</td>
<td>$(p+1)^d$</td>
<td>$(p+1)^d$</td>
</tr>
<tr>
<td>$m^d$</td>
<td>$(m+p)^d$</td>
<td>$(m+p)^d$</td>
<td>$(m+p)^d$</td>
<td>$(m+p)^d$</td>
</tr>
</tbody>
</table>

Table 1

Number of quadrature/collocation points in the model discretizations.

For IGA-G (Gauss), however, the number of point evaluations per basis function is slightly higher in FEA-G, eventually converging to a value close to the optimum of one for a large $n$ and $p$. For IGA-G (Gauss), however, the number of point evaluations per basis function is one to two orders of magnitude larger, asymptotically converging to values far away from one.
We will show in the following that in IGA-C the cost for the formation and assembly of the local stiffness matrix at each collocation/quadrature point is considerably smaller than in IGA-G and FEA-G. To illustrate that, we consider two model PDEs, i.e., the scalar Laplace equation and the vector equations of linear elasticity, and count the floating point operations (flops) required at each quadrature point in IGA-G and FEA-G and at one collocation point in IGA-C. We note that in this paper we assume that IGA-C and IGA-G use NURBS to exactly represent the model geometry, and that FEA-G uses the finite element mesh for the approximation of the model geometry. Furthermore, we neglect the cost of all control structures and do not use the symmetry of the Galerkin matrices, since it does not hold for non-symmetric problems such as advection-diffusion. We note that the use of symmetry in Galerkin methods can decrease the operations required at each quadrature point, since matrix-matrix products can be reduced to the formation of the upper triangular part of the local stiffness matrix. However, the potential savings are less than half the operations at each quadrature point, since the upper triangular matrix contains more than half of the matrix entries and the expense for the computation of the basis functions and their gradients remains unchanged. Tables 2 and 3 report the corresponding operation counts per point evaluation for the case of the Laplace and elasticity problem, respectively. A detailed derivation of these relations can be found in Appendix A.2. The evaluation of operation counts for different polynomial degrees $p$ is illustrated in Figs. 5 and 6 for the 2D and 3D cases, respectively.

We observe that the cost depends on the polynomial degree $p$ of the basis functions and is of $O(p^d)$ and of $O(p^{2d})$ for IGA-C and IGA-G/FEA-G, respectively. A closer look at the tables given in Appendices A.2 and A.3 reveals that the parts of $O(p^d)$ stem from the evaluation of the basis functions, which is more expensive in IGA-C due to the computation of the second order derivatives. Thus, the cost for collocation is practically invariant when we proceed from the scalar to the vector case (see Figs. 5 and 6), since the main expense stems from the computation of the basis functions and the cost for evaluating additional PDEs at the same collocation points is negligibly small. In Galerkin methods, the parts of $O(p^{2d})$ arise from matrix-matrix products necessary for setting up the local stiffness matrix, which become increasingly expensive in the vector case (compare Figs. 5a/6a with 5b/6b). As a consequence, floating point operations at quadrature and collocation points are comparable for lower $p$ and scalar problems. For larger $p$ or in vector problems, however, the formation and assembly of local stiffness matrices at a quadrature point is orders of magnitude more expensive than the formation of a row of the global stiffness matrix at a collocation point.

### 3.1.3. Elasticity: cost for formation and assembly of the global stiffness matrix

The full computational cost for the formation and assembly of global arrays can be obtained by multiplying the number of point evaluations with the expense required for one point evaluation itself. We first consider the formation and assembly of

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$35(p+1)+2$</td>
<td>$2(p+1)^2+14(p+1)$</td>
<td>$2(p+1)^2+4(p+1)$</td>
</tr>
<tr>
<td>2</td>
<td>$125(p+1)^2+37$</td>
<td>$4(p+1)^4+35(p+1)^2+4$</td>
<td>$4(p+1)^4+18(p+1)^2+4$</td>
</tr>
<tr>
<td>3</td>
<td>$304(p+1)^3+223$</td>
<td>$6(p+1)^6+65(p+1)^3+20$</td>
<td>$6(p+1)^6+41(p+1)^3+20$</td>
</tr>
</tbody>
</table>
the global stiffness matrix in an elastic problem. In order to make the cost of IGA-C, IGA-G and FEA-G comparable, we normalize the total number of flops by the number of degrees of freedom of the corresponding model discretizations. The resulting costs per degree of freedom in flops are given in Table 4 and plotted in Figs. 7 and 8 for 2D and 3D cases, respectively, and clearly manifest the superiority of IGA-C. For all polynomial degrees $p$ and mesh densities $n$ considered, the cost of IGA-C is several orders of magnitude smaller than the cost required by IGA-G and FEA-G. For example, looking at the asymptotic costs for the quartic 3D discretizations shown in Fig. 8a, we observe that IGA-C requires almost two orders of magnitude fewer flops than FEA-G and about three and a half orders of magnitude fewer flops than IGA-G.

To make these relations more tangible, we transfer them to timings: If the total time for the formation and assembly of the global stiffness matrix of a given size takes one second in IGA-C, it will take almost 2 min in FEA-G and almost 1.5 h in IGA-G to evaluate a global matrix of the same size. Our experience with test computations fully confirm these operation

### Table 3
Cost in flops for the formation and assembly of the local stiffness matrix at one quadrature point (IGA-G/FEA-G) and at one collocation point (IGA-C) in a vector problem (elasticity). A detailed derivation is provided in Appendix A.3.

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$36(p + 1) + 2$</td>
<td>$3(p + 1)^2 + 14(p + 1)$</td>
<td>$3(p + 1)^2 + 4(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>$136(p + 1)^2 + 37$</td>
<td>$24(p + 1)^4 + 69(p + 1)^2 + 4$</td>
<td>$24(p + 1)^4 + 52(p + 1)^2 + 4$</td>
</tr>
<tr>
<td>3</td>
<td>$323(p + 1)^3 + 223$</td>
<td>$108(p + 1)^6 + 278(p + 1)^2 + 20$</td>
<td>$108(p + 1)^6 + 254(p + 1)^2 + 20$</td>
</tr>
</tbody>
</table>

(a) Scalar problem (Laplace).

(b) Vector problem (elasticity).

Fig. 5. 2D case: cost for the formation and assembly of the local stiffness matrix per collocation/quadrature point in flops.

(a) Scalar problem (Laplace).

(b) Vector problem (elasticity).

Fig. 6. 3D case: cost for the formation and assembly of the local stiffness matrix per collocation/quadrature point in flops.
counts and timings. However, we note that matrices of the same size have different approximation power in IGA-C, IGA-G and FEA-G. It is therefore important to also consider accuracy vs. computing time, for which we refer to Section 3.3. To further corroborate the validity of our operation counts, we test the correlation of the cost for the formation and assembly of the global stiffness matrix vs. corresponding timings taken from our code. For each method, we timed computing time for the formation and assembly of a global stiffness matrix with a target size of about 30,000 degrees of freedom for \( p = 2 \) through 5, and normalized the result by the number of degrees of freedom. Fig. 9 shows that the operation counts per degree of freedom derived for the formation and assembly of the Laplace and elasticity matrices closely follow the trend of the corresponding timings.

### 3.1.4. Elastodynamics: cost for an explicit time step

We examine the cost of one time step in an explicit Newmark predictor/multicorrector scheme [96,2,52]. For simplicity, we assume that the problem is linear elastic with constant density and no damping and that two explicit passes are sufficient. In this case, the lumped mass matrix can be computed beforehand, stored in a vector, and used throughout all time steps. We therefore assume that the lumped mass matrix is known. In each corrector step, the global residual vector is assembled by summing up the local contributions computed at each collocation point (IGA-C) and at all quadrature points of each element (IGA-G and FEA-G). This eliminates the need to store global vectors, and is therefore widely used in explicit codes such as LS-DYNA [102]. It requires the computation of local inertial, external and internal force vectors in the first corrector pass and the update of acceleration contributions to the residual on subsequent passes. For linear elasticity, the operations required for one explicit time step are summarized in Table 5.

The cost in flops for a global vector operation such as subtraction or scalar multiplication corresponds to the number of degrees of freedom in the model discretization under consideration. The cost for the formation and update of the residual vector per collocation/quadrature point are derived in Appendix A.4. For IGA-C we use an optimized algorithm to evaluate displacements and accelerations (see Algorithm 2 in Appendix A) that considerably reduces the number of linear system solves required for the computation of second order derivatives. For IGA-G and FEA-G we assume optimized linear algebra routines that avoid operations on zero entries of local matrices (see Appendix A.4). We multiply the flops per point evaluation given in Appendix A.4 with the total number of collocation/quadrature points to obtain the total cost in flops for the formation and update of the global residual vector (see Table 6). On this basis, we can compute the total number of flops per degree of freedom that are required for a two pass time step in the Newmark predictor/multicorrector scheme, using the information in Tables 1, 5 and 6. The resulting counts are summarized in Table 7.

In Figs. 10 and 11, we illustrate the time step cost per degree of freedom for 2D and 3D model discretizations with quadratic and quartic basis functions. The combination of a minimum number of point evaluations with an inexpensive evaluation per point leads again to a significant reduction of the cost in IGA-C as compared to IGA-G. We observe in Fig. 11 that for 3D discretizations, the cost of IGA-C is between one and two orders of magnitude smaller than the cost of IGA-G. In FEA-G, the cost per quadrature point is slightly smaller than the cost per collocation point in IGA-C (see Appendix A.4). However, due to the optimal ratio of point evaluations to basis functions in collocation, the cost per degree of freedom is distinctly larger in FEA-G than in IGA-C. We note that if the point is to gain maximal speed, one could replace NURBS with B-splines. This would reduce the cost of IGA-C in 3D by an additional 15% with respect to what is shown here, and would further extend the lead of IGA-C with respect to FEA-G. We believe that in typical application fields of explicit dynamics such as car crash or metal forming, one would make many simplifications to minimize cost, and the B-splines simplification for analysis of a NURBS model would be probably first and foremost.

In addition, we emphasize that the cost of explicit dynamics also depends largely on the size of the critical time step. It has been shown in previous works (see for example [14]) that IGA allows for much larger stable time steps than FEA-G. Moreover, we remark that the high modes in FEA-G are notoriously ill-behaved (see for example [8,2,103]), which is not the case for IGA. On this basis, we can expect IGA-C to be significantly less expensive than FEA-G in an explicit elastodynamics setting.

### 3.2. Cost of direct and iterative solvers

In the next step, we provide estimates of the computational cost necessary for the solution of discrete systems of algebraic equations. We do not focus on a specific solver implementation, but examine two key indicators, i.e. the bandwidth

<table>
<thead>
<tr>
<th>( d )</th>
<th>IGA-C</th>
<th>IGA-G (Gauss)</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( 36(p + 1) + 2 )</td>
<td>( \frac{n(p+1)}{mp+1} \left( 3(p+1)^2 + 14(p+1) \right) )</td>
<td>( \frac{n(p+1)}{mp+1} \left( 3(p+1)^2 + 4(p+1) \right) )</td>
</tr>
<tr>
<td>2</td>
<td>( \frac{16(p+1)^2 + 37}{2} )</td>
<td>( \frac{n(p+1)^2}{2(mp+1)} \left( 24(p+1)^4 + 69(p+1)^2 \right) )</td>
<td>( \frac{n(p+1)^2}{2(mp+1)} \left( 24(p+1)^4 + 52(p+1)^2 \right) )</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{32(p+1)^3 + 221}{2} )</td>
<td>( \frac{n(p+1)^3}{3(mp+1)} \left( 108(p+1)^6 + 278(p+1)^4 \right) )</td>
<td>( \frac{n(p+1)^3}{3(mp+1)} \left( 108(p+1)^6 + 254(p+1)^4 \right) )</td>
</tr>
</tbody>
</table>
of the system matrix and the cost of global matrix-vector products, that characterize the computational efficiency of direct and iterative solvers, respectively. To this end, we consider a scalar problem (e.g., Laplace) and corresponding model discretizations in 1D, 2D, and 3D. We assume a lexicographical ordering of the basis functions according to the parametric directions of the NURBS patch and the FEA mesh. To illustrate the principle of a lexicographical ordering scheme, we consider 3D tensor-product basis functions $\phi_{ijk} = N_i(\xi) N_j(\eta) N_k(\zeta)$. They are composed of one-dimensional components $N_i, N_j$ and $N_k$ in each parametric direction that are numbered consecutively from $i = 1, \ldots, n_i; j = 1, \ldots, n_j$, and $k = 1, \ldots, n_k$, respectively, where $n_i, n_j$, and $n_k$ denote the total number of basis functions in each parametric direction. The lexicographical number $n_{bf}$ of a particular basis function $\phi_{ijk}$ can then be found as
\[
n_{bf} = (k - 1)n_i n_j + (j - 1)n_i + i.
\] 

3.2.1. Bandwidth

System matrices in IGA-C, IGA-G and FEA-G are typically sparse matrices, in which the non-zero elements are restricted to a small band along the main diagonal of the matrix. The non-zero band of a matrix $A = [a_{ij}]$ is characterized by the lower and upper bandwidth, which are the smallest integers $k_1$ and $k_2$ such that $a_{ij} = 0$ for $i - j > k_1$ and $j - i > k_2$, respectively, and the bandwidth of $A$, which is $k_1 + k_2 + 1$ [104–106]. The classical LU decomposition factorizes a generally non-symmetric matrix as the product of a lower triangular matrix $L$ and an upper triangular matrix $U$, from which the solution is found by forward elimination and back substitution. Classical operation counts for LU factorization of sparse banded matrices are of
Elasticity. Laplace. denote the number of equations in the systems. While implementations of direct solvers performance of direct solvers.
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Fig. 9. Cost for formation and assembly of the global stiffness matrix per degree of freedom: Operation counts in flops vs. timings in seconds.

Table 5
Operations for an explicit time step with two corrector passes. GVO, FGR and UGR denote a global vector operation, the formation of the global residual vector from local entities and the update of the global residual, respectively (see Table 6). + =/− = denote "add assignment" operators.

<table>
<thead>
<tr>
<th>Operation</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Predictor step: compute ( a, u )</td>
<td>( (n + p) )</td>
<td>( (n + p) )</td>
<td>( (np + 1) )</td>
</tr>
<tr>
<td>2. Compute residual vector: ( \Delta F = F_{ext} - Ma - Ku )</td>
<td>( 2(n + p)^2 )</td>
<td>( 2(n + p)^2 )</td>
<td>( 2(np + 1)^2 )</td>
</tr>
<tr>
<td>3. Solve explicit system with lumped mass: ( M \Delta a = \Delta F )</td>
<td>( 3(n + p)^3 )</td>
<td>( 3(n + p)^3 )</td>
<td>( 3(np + 1)^3 )</td>
</tr>
</tbody>
</table>

Table 6
Number of floating point operations (flops) required for a global vector operation (GVO), formation and assembly of the global residual (FGR) and its update (UGR).

\( O(2n_{eq} k_1 k_2) \) \[104\], where \( n_{eq} \) denotes the number of equations in the systems. While implementations of direct solvers greatly vary, the underlying main algorithm corresponds still to LU factorization and therefore, its trend applies to the best existing direct solvers \[42\]. The square of the bandwidth in the classical operation count indicates its important role for the performance of direct solvers.

Discretizations with smooth spline basis functions that exhibit maximum \( C^{p-1} \) continuity show a homogeneous bandwidth throughout the matrix. In this case it has been confirmed that the classical counts for LU factorization yield very accurate estimates that are close to the cost of modern sparse direct solver implementations \[107\]. Discretizations that arise from
finite elements show a multi-block structure. For this case, more advanced direct techniques such as multi-frontal algorithms and static condensation can be used that require only a fraction of the classical operation counts, in particular if a high polynomial degree \( p \) is considered. This was illustrated recently by the study of Collier et al. [42] that compares the performance of direct solvers for FEA-G and IGA-G.

Table 8 shows the lower/upper bandwidth in global stiffness matrices that result from the discretization of a scalar Laplace problem by IGA-C and IGA-G. Due to the symmetry of the lexicographical ordering of the spline basis functions, lower and upper bandwidths are equal. For IGA-C, the Greville abscissae yield collocation points that are located in the center of a knot span for even \( p \) and directly at a knot for odd \( p \), so that the number of non-zero basis functions at a collocation point does not change for even and the next higher odd \( p \). Therefore, spline basis functions of even polynomial degree lead to the same bandwidth as those of odd \( p \). The lower/upper bandwidths for 2D and 3D NURBS discretizations with lexicographical
ordering are illustrated in Figs. 12 and 13. We observe that IGA-G leads to bandwidths that are twice as large as those of IGA-C. Based on the classical operation counts for LU factorization, we can therefore expect a better performance of direct solvers for IGA-C than for IGA-G.

### 3.2.2. Cost of matrix-vector products

The performance of iterative solvers mainly depends on the cost of global matrix-vector products, which constitute the main expense during an iteration, and the conditioning of the system, which is of key importance for convergence with a minimum number of iterations [105]. Auricchio et al. [51] analyzed the eigenspectrum of collocation matrices and showed that their conditioning is comparable to those resulting from IGA-G. In particular, the upper part of the discrete eigenspectra

### Table 8

<table>
<thead>
<tr>
<th>d</th>
<th>IGA-C (even $p$)</th>
<th>IGA-C (odd $p$)</th>
<th>IGA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$p/2$</td>
<td>$(p-1)/2$</td>
<td>$p$</td>
</tr>
<tr>
<td>2</td>
<td>$p(1+(n+p)/2)$</td>
<td>$(p-1)(1+(n+p)/2)$</td>
<td>$p(1+(n+p))$</td>
</tr>
<tr>
<td>3</td>
<td>$p(1+(n+p)+(n+p)^2)/2$</td>
<td>$(p-1)(1+(n+p)+(n+p)^2)/2$</td>
<td>$p(1+(n+p)+(n+p)^2)$</td>
</tr>
</tbody>
</table>

![Fig. 12](image1.png)  
**Fig. 12.** Lower/upper bandwidth of the global stiffness matrix resulting from a 2D NURBS discretization of a scalar problem.

![Fig. 13](image2.png)  
**Fig. 13.** Lower/upper bandwidth of the global stiffness matrix resulting from a 3D NURBS discretization of a scalar problem.
in IGA-C and IGA-G is better behaved than in FEA-G, which results in better conditioned discrete systems. Despite the importance of conditioning, here we simply focus on the cost of matrix-vector products.

Table 9 shows the population of the global stiffness matrix, i.e., the number of non-zero entries in each row, for IGA-C, IGA-G and FEA-G. Due to the homogeneous structure of spline basis functions, the number of their interactions in IGA-C and IGA-G is constant except for the non-uniform basis functions at patch boundaries that involve repeated knots. However, their influence is negligible when discretizations of large \( n \) are considered. For IGA-C, one can again differentiate between collocation with basis functions of even and odd polynomial degree \( p \) due to the location of the collocation points. In FEA-G, basis functions can be classified into vertex, edge, face and interior functions, each of which interacts with a different amount of neighboring basis functions [43]. Using Table 3.1 given in [43], we compute the average population in FEA-G to be \((p + 2)^d\).

For computing the matrix-vector product, one floating point operation is required for multiplication of each non-zero matrix entry with the corresponding vector component and one floating point operation for addition to the result. Using the data of Table 9, the number of flops for the complete matrix-vector product operation can thus be computed by taking twice the average number of non-zero entries per row times the total number of rows in the matrix. Fig. 14a and b plot the resulting cost per row (i.e., per degree of freedom) for IGA-C, IGA-G and FEA-G. We observe that IGA-C significantly reduces the cost for a matrix-vector product as compared to IGA-G, and is even slightly less expensive than FEA-G. Thus, all else being equal, we can expect that iterative solvers would perform considerably better for IGA-C than for IGA-G. This is what will be observed in the next section for timings taken from a preconditioned GMRES solver that is applied to solve systems of equations obtained with IGA-C, IGA-G and FEA-G.

3.3. Cost vs. accuracy

Finally, we assess IGA-C, IGA-G and FEA-G in terms of the computational cost required to achieve a specified level of accuracy. As a measure of accuracy, we use the relative error in the \( L^2 \) norm and the \( H^1 \) semi-norm. As a measure of cost, we use the total number of degrees of freedom as well as the serial computing time on a single processor. While the former is a good indicator for the approximation power and convergence properties of a method, the true computing time required to achieve a specified level of accuracy is the decisive question from a practical point of view.

3.3.1. A set of scalar and vector problems with smooth and “rough” solutions

We examine smooth and “rough” solutions of scalar and vector boundary value problems in three dimensions. As a representative scalar problem, we consider Poisson’s equation in the framework of the following boundary value problem

\[
-\Delta u = f \quad \text{in } \Omega, \tag{27a}
\]

![Fig. 14. Cost of matrix–vector product per row (i.e., per degree of freedom). It constitutes a suitable indicator for the performance of iterative solvers.](image-url)
u = u_D \text{ on } \Gamma_D, \quad \nabla u \cdot n = h \text{ on } \Gamma_N \quad \tag{27b} \tag{27c}

for which we assume exact smooth and rough solutions defined over the cube \( \Omega = [0,1]^3 \). The corresponding smooth solution reads

\[
  u = \sin(2\pi x) \sin(2\pi y) \sin(2\pi z). \quad \tag{28}
\]

In accordance with Eq. (28), we can assume homogeneous Dirichlet boundary conditions over all surfaces of the cube. The exact smooth solution field and one of its first derivatives are plotted in Fig. 15. Insertion of Eq. (28) into the PDE equation (27a) yields the exact source term

\[
  f = 12\pi^2 \sin(2\pi x) \sin(2\pi y) \sin(2\pi z). \quad \tag{29}
\]

As a rough solution to Poisson’s problem equation (27), we assume

\[
  u = xyz \left( (x - 1)^2 + (y - 1)^2 + (z - 1)^2 \right)^{\frac{1}{4}}. \quad \tag{30}
\]

Due to its exponent smaller than one, its derivatives exhibit a singularity in the corner \( (x, y, z) = (1, 1, 1) \). We plot the exact solution field as well as one of its derivatives in Fig. 16. Insertion of Eq. (30) into the PDE equation (27a) yields the exact source term

\[
  f = -\frac{15xyz - 4xz - 4xy - 4yz}{4 \left( (x - 1)^2 + (y - 1)^2 + (z - 1)^2 \right)^{\frac{3}{4}}}. \quad \tag{31}
\]

Fig. 15. Smooth solution of Poisson’s problem (left) and its derivative with respect to the vertical direction (right).

Fig. 16. Rough solution of Poisson’s problem (left) and its derivative with respect to \( x \) (right). The coloring on the right is scaled to best illustrate the singularity in the corner.
We assume the following boundary conditions that are compatible to the exact solution Eq. (30). At the surfaces \( x = 0 \), \( y = 0 \) and \( z = 0 \) and at the corner \( \{x,y,z\} = \{1,1,1\} \), we can again apply homogeneous Dirichlet constraints, while at the other surfaces we impose the following regular Neumann boundary conditions

\[
\begin{align*}
\text{At } x = 1 & : \quad h = yz \left( (y - 1)^2 + (z - 1)^2 \right)^{\frac{1}{4}}, \\
\text{At } y = 1 & : \quad h = xz \left( (x - 1)^2 + (z - 1)^2 \right)^{\frac{1}{4}}, \\
\text{At } z = 1 & : \quad h = xy \left( (x - 1)^2 + (y - 1)^2 \right)^{\frac{1}{4}}.
\end{align*}
\]

(32a) (32b) (32c)

As a representative vector problem, we consider the PDE system of linear elasticity (see for example [96,108]). To derive a set of exact smooth and rough solutions, we follow the same procedure as described for the scalar case of Poisson’s problem. In the scope of the present paper, we restrict ourselves to outline the main points. For the smooth and rough case, respectively, we assume the following two sets of displacement fields

\[
\begin{align*}
\mathbf{u} = \mathbf{v} = \mathbf{w} = \sin(2\pi x) \sin(2\pi y) \sin(2\pi z), & \quad (33) \\
\mathbf{u} = \mathbf{v} = \mathbf{w} = xyz \left( (x - 1)^2 + (y - 1)^2 + (z - 1)^2 \right)^{\frac{1}{4}}. & \quad (34)
\end{align*}
\]

We choose the same solution fields for all displacement components in order to limit the number of results of the resulting analytical quantities. Inserting Eqs. (33) and (34) into Navier’s equations of elasticity [108] yields the body forces \( \mathbf{f}_x, \mathbf{f}_y \) and \( \mathbf{f}_z \) for the smooth and rough cases, respectively. For the smooth case, compatibility with Eq. (33) allows the imposition of homogeneous Dirichlet boundary conditions. For the rough case, we need to partially impose Neumann boundary conditions at the surfaces \( x = 1, y = 1 \) and \( z = 1 \) that can be derived by inserting Eq. (34) in the strain-displacement and constitutive relations. For the computations, we assumed Young’s modulus \( E = 1 \) and Poisson’s ratio \( \nu = 0.3 \).

We discretize the 3D cube by a structured grid whose elements either use \( C^{p-1} \) NURBS for IGA-C and IGA-G or \( C^0 \) Bernstein polynomials for FEA-G. For IGA-G, we use full Gauss quadrature in each element. All three methods are implemented within the same code, so that the only difference in the implementation of the three methods is in the formation and assembly of the stiffness matrix. The resulting system of equations is solved iteratively by a GMRES solver after preconditioning the stiffness matrix based on incomplete LU factorizations with zero fill-ins. The GMRES solver and the preconditioner are provided by Sandia’s Trilinos packages AztecOO and Ifpack, respectively [109]. The timings\(^2\) include the formation and assembly of the stiffness matrix and load vector, the preconditioning of the system of equations and its solution by the GMRES solver, but exclude all pre- and post-processing steps such as the computation of error norms. We consider four different polynomial degrees of the basis functions from quadratics (\( p = 2 \)) up to quintics (\( p = 5 \)). For each problem and each \( p \), we first increase the number of degrees of freedom by uniform mesh refinement from about 200 to about 200,000 in each method, and record the relative errors in the \( L^2 \) norm and \( H^1 \) semi-norm. The convergence results with respect to the number of degrees of freedom are shown in Figs. 17, 19, 21, 23 for the smooth Poisson and elasticity problems, and in Figs. 25, 27, 29 and 31 for the rough Poisson and elasticity problems. For each problem and each \( p \), we then increase the computing times by uniform mesh refinement from about 1 s to about 1000 s, and record the relative errors in the \( L^2 \) norm and \( H^1 \) semi-norm. To ensure the reliability of the timings, we do not consider overall computing times below one second. The corresponding equation systems range in size between 1,000 and 100,000 degrees of freedom for IGA-G, between 25,000 and 400,000 degrees of freedom for FEA-G and between 100,000 and 1,000,000 degrees of freedom for IGA-C. The convergence results with respect to computing time are shown in Figs. 18, 20, 22 and 24 for the smooth Poisson and elasticity problems, and in Figs. 26, 28, 30 and 32 for the rough Poisson and elasticity problems. Each figure compares the corresponding performance of IGA-C (red curve),\(^3\) IGA-G (blue curve) and FEA-G (green curve).

3.3.2. Theoretical analysis of isogeometric collocation

Before discussing the results of the convergence study, we briefly recall the following error estimate that holds for IGA-G and FEA-G [110,101,111]

\[
\|u - \hat{u}\| \leq C h^{s-1} \|u\|_k,
\]

(35)

where \( \hat{u} \) is the approximation to the true solution \( u \), and \( C \) is a constant. In the cases \( s = 0 \) and \( s = 1 \), \( \| \cdot \|_0 \) and \( \| \cdot \|_1 \) denote the \( L^2 \) norm and the \( H^1 \) norm, respectively. The corresponding exponent to the mesh size \( h \) denotes the rate of convergence, whose optimal values of \( O(p + 1) \) in \( L^2 \) and \( O(p) \) in \( H^1 \) occur when \( k = p + 1 \).

Unfortunately, an abstract mathematical framework that allows a thorough numerical analysis of collocation methods has not yet been established. A thorough theoretical analysis of IGA-C including proofs of stability, convergence and error

---

1 We encourage interested readers to contact the corresponding author, if they find the following information too sparse to fully reconstruct the derivation.

2 Using a single thread on an Intel(R) Xeon(R) W5590 @ 3.33 GHz with 70 GB of RAM

3 For interpretation of colour in Figs. 26, 28, 30 and 32, the reader is referred to the web version of this article.
Fig. 17. Smooth 3D Poisson: $L^2$ error vs. degrees of freedom.

Fig. 18. Smooth 3D Poisson: $L^2$ error vs. time (matrix formation and assembly, preconditioning, solution with an iterative solver).
Fig. 19. Smooth 3D Poisson: $H^1$ error vs. degrees of freedom.

Fig. 20. Smooth 3D Poisson: $H^1$ error vs. time (matrix formation and assembly, preconditioning, solution with an iterative solver).
Fig. 21. Smooth 3D elasticity: $L^2$ error vs. degrees of freedom.

Fig. 22. Smooth 3D elasticity: $L^2$ error vs. time (matrix formation and assembly, preconditioning, solution with an iterative solver).
Fig. 23. Smooth 3D elasticity: $H^1$ error vs. degrees of freedom.

Fig. 24. Smooth 3D elasticity: $H^1$ error vs. time (matrix formation and assembly, preconditioning, solution with an iterative solver).
estimates in the sense of Eq. (35) is only available for the one-dimensional case [51]. For higher-dimensional spline spaces, theoretical studies have been accomplished only for some special cases [95,112,113]. As a consequence, convergence results for 2D and 3D NURBS discretizations are currently available only based on numerical studies [51,52]. IGA collocation with basis functions of polynomial degree \( p \) and continuity \( C^{p-1} \) was observed numerically to converge with a rate of \( O(p) \) for the error in the \( L^2 \) norm and \( H^1 \) semi-norm, if the polynomial degree \( p \) is even, and with a rate of \( O(p - 1) \) for the error in the \( L^2 \) norm and \( H^1 \) semi-norm, if the polynomial degree \( p \) is odd. For collocation, we refer to these convergence rates in the \( L^2 \) norm and \( H^1 \) semi-norm as the best possible rates, since we do not expect to achieve higher rates. We note that IGA collocation with basis functions of general polynomial degree \( p \) and continuity \( C^{p-1} \) converges optimally to the exact solution in the \( W^{2-p} \) norm in the strict sense of Eq. (35) [51].

3.3.3. Accuracy vs. the number of degrees of freedom

The plots showing error norms vs. the number of degrees of freedom allow us to examine and compare the convergence properties of IGA-C, IGA-G and FEA-G. To establish a link between the mesh size \( h \) being a 1D measure and the number of degrees of freedom emanating from 3D discretizations, we take the cube root of the latter. Focusing on the smooth scalar and vector problems first (see Figs. 17, 19, 21, 23), we observe that both IGA-G and FEA-G achieve optimal rates of convergence in both the \( L^2 \) and \( H^1 \) norms for all polynomial degrees considered. For \( p = 4 \) and \( p = 5 \), IGA-G can be observed to be slightly superconvergent with asymptotic rates that exceed the theoretical optimum by up to 10%. With respect to the accuracy per degree of freedom, IGA-G is by far more accurate than FEA-G. The absolute difference in error between the corresponding asymptotic curves amounts to up to 2.5 orders of magnitude in the \( L^2 \) norm and 1.5 orders of magnitude in the \( H^1 \) semi-norm. For IGA-C, we observe that the best possible rates in both norms are achieved in all cases. Due to its lower rates of convergence, we would expect that asymptotically IGA-C would always lag behind IGA-G and FEA-G. Assuming an even polynomial degree of the basis functions, we can observe that for the error in the \( H^1 \) semi-norm IGA-C is fully competitive with both IGA-G and FEA-G with respect to the accuracy per degree of freedom. From an engineering point of view, this can be considered a significant benefit, since critical quantities of engineering interest are often derived from the first derivatives of the basis functions, e.g., stresses in elasticity. In general, we observe that for the higher order cases \( p = 4 \) and \( p = 5 \) the IGA-C error curves in both the \( L^2 \) and \( H^1 \) error norms are surprisingly close to the FEA-G curves in the examined range of degrees of freedom.

We then turn to the results for the rough scalar and rough vector problems, whose accuracy per degree of freedom is shown in Figs. 25, 27, 29 and 31. As predicted by theory [110,101], the error estimate of Eq. (35) does not hold due to the corner singularity in the derivatives, which results in considerably lower rates of convergence in all methods. We observe that all methods show the same asymptotic rates in the \( L^2 \) and \( H^1 \) error norms. IGA-G exhibits the best accuracy per degree of freedom through almost all plots. FEA-G always lags behind IGA-G. For the vector problem, it seems that 100,000 degrees of freedom are not sufficient for FEA-G to reach the full asymptotic rate. In the \( L^2 \) case, IGA-C using quadratic and cubic basis functions is less accurate per degree of freedom than IGA-G and FEA-G. In the Poisson example, however, IGA-C using quartic and quintic basis functions is the most accurate in the \( L^2 \) norm, even leaving behind IGA-G. The reason for this phenomenon is not yet clear. With respect to the error in the \( H^1 \) error norm, IGA-C using quartic and quintic basis functions is competitive with FEA-G.

3.3.4. Accuracy vs. computing time

The groups of plots relating the error to the corresponding serial computing time allow us to estimate, which of the three methods will be the fastest to achieve a specified level of accuracy. This question is of fundamental importance and largely determines the potential of a numerical method for the use in engineering applications. Focusing first on the results for smooth problems shown in Figs. 18, 20, 22 and 24, we observe that if we choose an even polynomial degree \( p \), IGA-C is generally orders of magnitude faster than both IGA-G and FEA-G. This is in particular true for the error in the \( H^1 \) semi-norm, where the convergence rates of IGA-C are equal to those of IGA-G and FEA-G for the case of even \( p \). The superiority of IGA-C is best illustrated in Fig. 24, where with \( p = 4 \) IGA-C achieves an error level of \( 10^{-5} \) in the \( H^1 \) semi-norm in less than 20 s, whereas both IGA-G and FEA-G require more than 500 s to reach that accuracy. Collocation loses some of its dominance when applied with odd polynomial degrees, since the difference in convergence rates compared with the Galerkin methods increases (see Section 3.2). This particularly holds for \( p = 3 \), where IGA-C performs worse than IGA-G and FEA-G. The reason for this is that IGA-G and FEA-G achieve optimal rates of 4 and 3 in the \( L^2 \) and \( H^1 \) error norms, while the best possible rate in IGA-C is only 2 for both cases. For \( p = 5 \), this effect is already considerably reduced, with IGA-C performing comparably with FEA-G in the \( L^2 \) case and being clearly the fastest method in the \( H^1 \) case. It can be expected that for odd polynomial degrees higher than 5, IGA-C will increasingly dominate over IGA-G and FEA-G. Comparing the results for the Poisson and elasticity problems, we note that the difference in computing time between IGA-C and the Galerkin methods increases considerably in the vector case. This is mainly due to the larger cost for matrix-matrix products in IGA-G and FEA-G, while the cost of IGA-C is virtually invariant to the number of unknowns per node (see Section 3.2 and Appendices A.2, A.3). Looking at the results for the rough problems shown in Figs. 26, 28, 30 and 32, we observe that the situation changes with respect to the smooth case. In general, we can say that IGA-C is fastest for the higher polynomial degrees \( p = 4 \) and \( 5 \), while IGA-G or FEA-G are faster for \( p = 2 \) and \( 3 \). The pronounced difference between even and odd polynomial degrees vanishes, since neither the Galerkin methods nor collocation achieve optimal or best possible rates of convergence.
Fig. 25. Rough 3D Poisson: $L^2$ error vs. degrees of freedom.

Fig. 26. Rough 3D Poisson: $L^2$ error vs. time (matrix formation and assembly, preconditioning, solution with an iterative solver).
Fig. 27. Rough 3D Poisson: $H^1$ error vs. degrees of freedom.

Fig. 28. Rough 3D Poisson: $H^1$ error vs. time (matrix formation and assembly, preconditioning, solution with an iterative solver).
Fig. 29. Rough 3D elasticity: $L^2$ error vs. degrees of freedom.

Fig. 30. Rough 3D elasticity: $L^2$ error vs. time (matrix formation and assembly, preconditioning, solution with an iterative solver).
Fig. 31. Rough 3D elasticity: $H^1$ error vs. degrees of freedom.

Fig. 32. Rough 3D elasticity: $H^1$ error vs. time (matrix formation and assembly, preconditioning, solution with an iterative solver).
Fig. 33a and b show the relative computing times spent for the formation and assembly of the stiffness matrix and load vector, the ILU(0) preconditioning of the system and the iterative solution with the GMRES solver in IGA-C and FEA-G. We observe that for IGA-C the main expense is clearly the preconditioning of the system. In FEA-G, the relative cost of formation and assembly is higher than in IGA-C. Since the cost of the ILU(0) preconditioner is proportional to the number of non-zero entries per row of the stiffness matrix, the cost of preconditioning of a stiffness matrix of the same size is smaller for IGA-C than for FEA-G.

3.3.5. From operation counts to computing times on modern multi-core machines

We believe that the superior performance of isogeometric collocation demonstrated in Sections 3.1 and 3.2 in terms of floating point operations and in Section 3.3 in terms of timings on a single thread is only a conservative estimate of what is really possible in parallel computations on modern multi-core machines. One important aspect is that the bottleneck on modern machines lies with memory usage and access rather than flops. This is especially true for three-dimensional discretizations of high polynomial degrees where one works with very large element stiffness matrices. One necessarily cannot store the local stiffness matrix on lower-level caches, and the consequence is a large proportion of cache misses and accesses to higher levels of memory. With collocation, we completely circumvent this issue, since we do not have element stiffness matrices. Instead, we just work with one row of such a matrix. This drastically reduces memory usage and access when compared with Galerkin methods. Another important aspect is the potential of collocation in terms of parallel computing, in particular with respect to reduced parallel communication. When one assembles an element stiffness matrix into the global system, one has to send rows of the element stiffness matrix to the correct processor. One hopes that most of the time, the correct processor is the one where the element stiffness matrix was computed, but it is impossible to ensure this occurs all of the time. There will always be some matrix assembly communication cost associated with basis functions that have “support” over multiple processors. On the other hand, with collocation, one works with a single row and one can ensure it will be assembled into a row on the current processor. Therefore, there is no matrix assembly communication cost in col-
location. The only communication cost one incurs with collocation is after a linear solve when one updates the solution coefficients. Moreover, typical large-scale simulations in computational mechanics, e.g., in the case of Newton iterations or implicit time stepping, require a large number of solutions of systems of equations with the same matrix structure. It is often the case that the preconditioner is computed only once at the beginning of a time step in nonlinear cases. Due to its sparse banded form, it can be efficiently stored for subsequent use. According to the relative timings given in Fig. 33a, this significantly reduces the overall computing time for IGA-C in all subsequent solves. In FEA-G, the corresponding gain in efficiency is smaller, since the share of preconditioning in the total cost is smaller than in IGA-C. In IGA-G, we expect to see almost no gain in efficiency, since the total computing cost is completely dominated by the cost of formation and assembly, which need to be repeated before each solve. Based on this, we anticipate that efficient parallel implementations will put isogeometric collocation even further ahead of Galerkin methods than shown in Figs. 17–32 for large systems on modern multi-core machines.

3.4. A few rules of thumb

In summary, we present the following salient observations:

1. IGA-C is more efficient for even polynomial degrees than odd polynomial degrees.
2. Quadratic splines seem to play the same role within spline applications that linear finite elements have done historically in FEA-G.
3. For low order polynomial degrees, all methods seem to be equally viable.
4. IGA-C offers significant gains in efficiency compared with IGA-G and FEA-G. The relative efficiency increases with problem complexity in the following sense:
   - The gains are greater in 3D than in 2D.
   - The gains are greater for vector field problems than for scalar field problems.
   - The gains are greater for higher polynomial degrees.
5. In particular, higher order IGA-C (i.e., $p > 3$) offers the best accuracy-to-computing-time ratios, if one is interested in displacements and stresses.
6. Collocation potentially offers significant advantages for minimizing memory storage and access, and maximizing parallel performance.
7. IGA-C looks promising for explicit dynamics.
8. In singular problems, a globally uniform refinement strategy was adopted, which does not produce optimal convergence rates for any method. That being the case, we found the cost effectiveness comparable for all methods. This issue is further explored computationally in Section 7.2 using local refinement strategies.

4. Hierarchical refinement of NURBS

In the following, we briefly review B-spline subdivision and show how this concept can be employed to set up a hierarchical scheme for local refinement of B-spline and NURBS basis functions, which combines full analysis suitability and straightforward implementation.

4.1. Refinability of B-spline basis functions by subdivision

A remarkable property of B-splines is their natural refinement by subdivision. For a univariate uniform B-spline basis function $N_p$ of polynomial degree $p$, the subdivision property leads to the following two-scale relation [73,74,114]

$$N_p(\xi) = 2^{-p} \sum_{j=0}^{p+1} \binom{p+1}{j} N_p(2\xi - j),$$

(36)

where the binomial coefficient is defined as

$$\binom{p+1}{j} = \frac{(p+1)!}{j!(p+1-j)!}.$$

(37)

In other words, a B-spline can be expressed as a linear combination of contracted, translated and scaled copies of itself, as illustrated in Fig. 34. Note that Eq. (36) holds only for uniform B-splines with distinct knots. For the case of non-uniform B-splines with repeated knots, we generalize Eq. (36) as

$$N = \sum_i \varphi_i s_i.$$  

(38)

The original B-spline function $N$ is split into several new B-splines $\varphi_i$. These are multiplied by corresponding scaling factors $s_i$ so that the generalized subdivision rule Eq. (38) holds. Corresponding knot vectors and scaling factors can be found in the literature [115,116] or can be simply constructed by inspection on the basis of Eq. (38). In this work, we use non-uniform
subdivision to hierarchically refine boundary functions of a B-spline basis constructed from open knots vectors. Corresponding rules are given in Fig. 35a and b in terms of hierarchical functions, knot vectors and scaling factors for the two most common cases of $p = 2$ and $p = 3$, respectively.

Due to their tensor product structure, the generalization of subdivision to multivariate B-splines is a straightforward extension of Eqs. (36) and (38) and can be written in the uniform case as

$$B_p(n) = \sum_{j} \left( \prod_{\ell=1}^{d} 2^{-p_\ell} \left( \frac{p_\ell + 1}{J_\ell} \right) N_{p_\ell}(2\xi_\ell - j_\ell) \right). \quad (39)$$

Following Section 2.1.2, multi-indices $f=j_1, \ldots, J_d\g, p = \{p_1, \ldots, p_d\}$ and $\xi = \{\xi_1, \ldots, \xi_d\}$ denote the position in the tensor product structure, the polynomial degree and the independent variables in each direction of the $d$-dimensional parameter space. Fig. 36 illustrates the new basis functions resulting from the multivariate two-scale relation Eq. (39) applied to the bivariate cubic B-spline of Fig. 2b. Analogous to Eq. (38), a generalization of Eq. (39) for non-uniform multi-variate B-splines may be easily constructed. The most widely known application of Eqs. (36), (38) and (39) is the development of highly efficient subdivision algorithms for the fast and accurate approximation of smooth surfaces by control meshes in computer graphics [73,74,115,116].

4.2. Construction of adaptive hierarchical approximation spaces

In the following, we will review a hierarchical scheme for local refinement of B-splines in one dimension, which combines concepts from B-spline subdivision, the $hp$-adaptive approach [117,68,118,119] and existing hierarchical refinement techniques for B-spline finite elements [120–122,69] and standard nodal based FEA [123,124]. We refer to our previous work in [70] for a more detailed presentation including an overview of corresponding algorithms.

4.2.1. Two-level hierarchical refinement for one element

As a first step, we define a nucleus operation, i.e. the refinement of one knot span element. Fig. 37a exhibits a portion of a B-spline patch, where the element in the center is to be refined. We borrow the main idea of the $hp$-adaptive approach, which was originally introduced for the $p$-version of the FEM [118,119] and successfully applied to B-spline bases in [117,68]. In an $hp$-d sense, we add an overlay of three fine-scale B-splines of contracted knot span width to the original B-spline basis. At this point, no changes in the original coarse-scale basis functions are required, since we can infer from Eq. (36) that single fine-scale B-splines of contracted knot span width are linearly independent with respect to the original B-splines of full knot span width. The resulting basis is the combination of coarse-scale and fine-scale B-splines. In Fig. 37a, original and overlay basis functions are plotted on separate levels, which reflects the two-level hierarchy between the original basis and its refinement overlay. Furthermore, we do not change the amplitude of fine-scale B-splines, thus ignoring the presence of scaling factors $s_i$ in Eq. (38).
4.2.2. Two-level hierarchical refinement for several elements

Let us proceed one step further to the refinement of several knot span elements in a row. Fig. 37b illustrates the two-level hierarchical basis, which results from a repetition of the nucleus operation illustrated in Fig. 37a for the three rightmost elements in the patch. In particular, this procedure does not affect the higher-order smoothness of the refined basis, since the

\( N: \Xi = \{ 0, 0, 1, 2 \} \)
\( \varphi_1: \Xi = \{ 0, 0, 0, 1 \}; s_1 = 0.5 \)
\( \varphi_2: \Xi = \{ 0, 0, 1, 1.5 \}; s_2 = 0.75 \)
\( \varphi_3: \Xi = \{ 0.5, 1, 1.5, 2 \}; s_3 = 0.25 \)

\( N: \Xi = \{ 0, 0, 0, 1 \} \)
\( \varphi_1: \Xi = \{ 0, 0, 0, 0.5 \}; s_1 = 1.0 \)
\( \varphi_2: \Xi = \{ 0, 0, 0.5, 1 \}; s_2 = 0.5 \)

---

(a) **Subdivision rules for non-uniform B-splines of polynomial degree** \( p = 2 \).

\( N: \Xi = \{ 0, 0, 1, 2, 3 \} \)
\( \varphi_1: \Xi = \{ 0, 0, 0.5, 1, 1.5 \}; s_1 = 0.25 \)
\( \varphi_2: \Xi = \{ 0.5, 1, 1.5, 2 \}; s_2 = 0.6875 \)
\( \varphi_3: \Xi = \{ 0.5, 1, 1.5, 2.5 \}; s_3 = 0.5 \)
\( \varphi_4: \Xi = \{ 0.5, 1, 1.5, 2, 3 \}; s_4 = 0.125 \)

\( N: \Xi = \{ 0, 0, 0, 1, 2 \} \)
\( \varphi_1: \Xi = \{ 0, 0, 0, 0.5, 1 \}; s_1 = 0.5 \)
\( \varphi_2: \Xi = \{ 0, 0, 0.5, 1, 1.5 \}; s_2 = 0.75 \)
\( \varphi_3: \Xi = \{ 0.5, 1, 1.5, 2 \}; s_3 = 0.1825 \)

\( N: \Xi = \{ 0, 0, 0, 0, 1 \} \)
\( \varphi_1: \Xi = \{ 0, 0, 0, 0, 0.5 \}; s_1 = 1.0 \)
\( \varphi_2: \Xi = \{ 0, 0, 0, 0.5, 1 \}; s_2 = 0.5 \)

---

(b) **Subdivision rules for non-uniform B-splines of polynomial degree** \( p = 3 \).

---

Fig. 35. Subdivision for quadratic and cubic B-splines resulting from open knot vectors. The symbols \( N, \varphi_i \) and \( s_i \) are used in the sense of the generalized subdivision rule Eq. (38).

---

(a) **Contracted, translated and scaled B-splines.**

(b) **Cut along** \( \xi = 2.0 \).

---

Fig. 36. Subdivision of the bivariate cubic B-spline shown in Fig. 2.

4.2.2. Two-level hierarchical refinement for several elements

Let us proceed one step further to the refinement of several knot span elements in a row. Fig. 37b illustrates the two-level hierarchical basis, which results from a repetition of the nucleus operation illustrated in Fig. 37a for the three rightmost elements in the patch. In particular, this procedure does not affect the higher-order smoothness of the refined basis, since the
first \( p - 1 \) derivatives of the hierarchical B-spline basis functions are zero at their support boundaries. The specific refinement rule of Fig. 37a is valid for polynomial degree \( p = 3 \), but can be easily transferred to B-spline bases of other polynomial degrees by looking for the minimum number of fine-scale B-splines per element, with which a complete row of fine-scale B-splines in the overlay level can be achieved, when several elements are refined.

4.2.3. Multi-level hierarchical refinement

In order to increase the degree of local refinement, we proceed from the two-level hierarchy of a single refinement step to a general multi-level hierarchy, consisting of several overlay levels. Let us introduce the level counter \( k \), where \( k = 0 \) denotes the original B-spline patch. In each refinement step, the nucleus operation is applied to elements of the currently finest level \( k \) to produce a new overlay level \( k + 1 \). Finer-scale B-splines of the new level \( k + 1 \) are found by bisecting the knot span width with respect to level \( k \). The multi-level refinement procedure is illustrated in Fig. 38, where the nucleus operation is successively applied to the three rightmost knot span elements of each level \( k \). The resulting grid consists of a nested sequence of bisected knot span elements, and multiple hierarchical overlay levels of repeatedly contracted uniform B-splines. Note that for the refinement of boundary functions, the fine-scale B-splines are chosen according to the rules of Fig. 35b.

4.2.4. Recovering linear independence

In order to guarantee full analysis suitability of the hierarchically refined B-spline basis, we have to ensure its linear independence. Comparing the different levels in the hierarchy of Fig. 38, one can immediately observe that each overlay level \( k + 1 \) consists of more than \( p + 2 \) consecutive fine-scale B-splines. As a consequence, their linear combination is capable of representing some of the B-spline basis functions of the previous level \( k \) according to the two-scale relation Eq. (36). Therefore, we need to identify all B-spline basis functions that are a combination of fine-scale B-spline basis functions of the next level \( k + 1 \) and remove them from the hierarchical basis. Furthermore, we need to ensure that any sequence of contracted B-splines on consecutive fine-scale knot spans is complete (see [70] for an instructive example). In Fig. 38, basis functions to be taken out are shown as dotted lines, while the final linear independent hierarchical B-spline basis consists of all basis functions shown as solid lines.

4.3. Generalization to multiple dimensions

The tensor product structure of multivariate B-splines permits a straightforward generalization of the one-dimensional hierarchical refinement concept presented in Section 4.2 to multiple dimensions. In Fig. 39a, multivariate hierarchical refinement is illustrated for a bivariate quadratic B-spline patch, which is to be refined along its diagonal. Fig. 39b shows the hier-
Hierarchical mesh, which represents the global element structure. The corresponding multi-level knot spans, over which the hierarchical B-splines are defined, are illustrated in Fig. 39c. Note that for all higher levels the knot spans along the diagonal are empty, since all basis functions defined therein have been removed from the basis to preserve linear independence. In the collocation method, Dirichlet boundary conditions need to be imposed strongly. In 2D and 3D, non-zero Dirichlet boundary conditions can often be imposed easily, if the B-spline basis satisfies partition of unity at the Dirichlet boundary. This can be

**Fig. 38.** Hierarchical multi-level refinement: B-splines of level $k$ plotted in dotted line can be represented by a linear combination of B-splines of the next level $k+1$ according to the two-scale relation equation (36) and therefore need to be removed from the basis.

**Fig. 39.** Multi-level hierarchical refinement of a quadratic B-spline patch along an internal layer.
accomplished by keeping track of the scaling factors \( s_i \) of Eq. (38) during the refinement process [69] (see also Fig. 35). The strong imposition of complex functions can be achieved by a least squares fit of boundary basis functions [2,125].

4.4. Generalization to NURBS

We derive subdivision rules for multivariate NURBS by inserting the two-scale relation of Eq. (39) into the construction rule for NURBS basis functions Eq. (8), which yields

\[
R_h^p(\xi) = \frac{w_i \sum_j \left( \prod_{\ell=1}^d 2^{-p_{\ell}} (p_{\ell}+1) N_{p}(2^{\xi_{\ell}} - j_{\ell}) \right)}{\sum_j w_j B_j^p(\xi)},
\]

(40)

where the multi-index notation exactly follows the one introduced in Section 2.1.2 for multivariate B-splines. To efficiently accommodate NURBS in the hierarchical refinement process, we first separate Eq. (40) in a B-spline part (numerator) and a rational part (denominator), which we treat separately. In the numerator, we perform hierarchical refinement on the B-spline level, making full use of the concepts discussed in the previous paragraphs.

According to the isogeometric paradigm [1,2], the geometry is described exactly by the original unrefined NURBS basis, so that geometry refinement is normally not required. Therefore, the denominator of Eq. (40) can always be computed with the original B-spline basis

\[
\sum(\xi) = \sum_j w_j^0 B_j^0(\xi),
\]

(41)

where \( w_i \) and \( P_0 \) are the initial set of weights and control points. Note that we can additionally drop the weights \( w_i \) in the numerator of Eq. (40) for further simplification. Furthermore, the geometry mapping is computed throughout the hierarchical refinement procedure from the original unrefined NURBS basis

\[
x(\xi) = \frac{\sum_j w_j^0 B_j^0(\xi) P_j}{\sum(\xi)}.
\]

(42)

 Nonetheless, using the refined NURBS basis for enhancing the geometry representation would be of course possible [126,127].

4.5. Efficient implementation of hierarchical refinement

A considerable advantage of hierarchical refinement in the present form is its straightforward and efficient implementation through quadtrees and octrees [75], which provide a natural way to decompose and organize spatial data according to different levels of complexity and offer fast access to relevant parts of a dataset [76,77]. The quadtree concept shown in Fig. 40 illustrates the analogy between an adaptive hierarchical quadrilateral mesh and the two-dimensional tree. The tree is the fundamental entity, where each node or leaf holds all the information of the corresponding knot span on the respective hierarchical level. Additionally, each node or leaf can be equipped with pointers that connect it with all direct neighbors of the same hierarchical level (see Fig. 40), so that “horizontal” neighboring relations can be frequently checked with little computational effort. More details on implementation aspects and related algorithms can be found in [70].

In this context, we would like to point out that a different implementation approach has been recently proposed in [72], which is largely based on subdivision related concepts and algorithms developed in iCAGD [73,116,115,74]. The discrete interpretation of the two-scale relation is used to establish algebraic relations between the basis functions and their coeffi-

---

**Fig. 40.** Quadtree example illustrating the hierarchical data organization of part of an adaptive mesh. The neighboring relations within each hierarchical level are established by pointers, which are shown here for one element of the finest level (in red color). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
cients on different levels of the hierarchical mesh, which give rise to a subdivision projection technique. First, local element matrices and vectors are computed on a single level, using a fixed number of basis functions. During the subsequent assembly step, multiplication with subdivision matrices projects them to the correct levels of the hierarchical B-spline basis. Conceptually, subdivision projection is very similar to Bézier extraction [39,40] and permits the integration of hierarchical B-splines into conventional finite element codes.

5. The concept of weighted isogeometric collocation

In the following, we first motivate the need for an isogeometric collocation scheme that can handle coincident collocation points on different levels of a hierarchical NURBS mesh. Subsequently, we derive the concept of weighted isogeometric collocation in a variational context and demonstrate its validity and numerical properties for standard single level NURBS patches in one dimension.

5.1. Motivation

We first attempt a straightforward combination of isogeometric collocation and hierarchical refinement of NURBS. Fig. 41a shows a two-level cubic B-spline patch in one dimension. The corresponding collocation points are the Greville abscissae determined from the knot vector on each hierarchical level, which are shown along with the basis functions. Also in a hierarchical basis, the Greville abscissae automatically leads to the optimal number of collocation points, i.e. one point per basis function. However, two collocation points are coincident in the transition region, where the coarse and fine-scale basis functions overlap. Since each point evaluation results in a specific collocation equation according to Eqs. (17)–(19), two coincident points will produce the same equation, leading to a linearly dependent system. Fig. 41b shows a two-level quartic B-spline patch, for which the collocation points based on the Greville abscissae of each hierarchical level are unique. However, these collocation points are not properly graded in regions, where basis functions of different hierarchical levels overlap. Numerical experiments reveal that this basis works for diffusion dominated problems, but becomes unstable for Péclet numbers higher than 50, which is attributed to the non-uniform accumulation of collocation points. For hierarchical refinement in the framework of the Galerkin method (see for example [122,69,70]), these problems do not occur. Each basis func-

![Fig. 41. Straightforward combination of hierarchical refinement and multi-level Greville abscissae.](image-url)
sion is evaluated at several quadrature points, so that linear independence is properly reflected in the system. The problem of linear dependence in the context of hierarchical refinement and collocation can thus be interpreted as a lack of evaluation points in the transition regions, which leads to a loss of information concerning the hierarchical basis.

5.2. Variational background

Putting the issue of hierarchical refinement aside for a moment, we introduce the concept of weighted isogeometric collocation in a variational context. The basic idea of the modified collocation scheme is to achieve a compromise between the one point evaluation of standard collocation and the large number of point evaluations per basis function required by full Gauss quadrature of the integrals in the Galerkin method.

Weighted collocation in general can be derived by running through the same process as outlined for the standard scheme in Eqs. (12) through (19). The basis for its variational formulation is again the weighted residual form of the boundary value problem, Eq. (12), where the approximation of the solution field is achieved by Eq. (11). In contrast to standard collocation, the summands of the test functions \( \omega_d \) and \( \omega_t \) are not chosen as individual Dirac \( \delta \) functions, evaluated at one specific collocation point, but as sums of several weighted Dirac \( \delta \) functions, evaluated at several collocation points

\[
\omega_d = \sum_{i=1}^{k} \left( \sum_{a} \delta(x - x_i) \varphi_a \right) \hat{c}_i, \\
\omega_t = \sum_{i=k+1}^{n} \left( \sum_{a} \delta(x - x_i) \varphi_a \right) \hat{c}_i,
\]

where \( \varphi_a \) is an individual weighting factor for each Dirac \( \delta \) function.

Substitution of Eqs. (43) and (44) into the weak form of Eq. (12) again eliminates the integrals using the sifting property Eqs. (13) and (14) of the Dirac \( \delta \) functions, and yields

\[
\sum_{i=1}^{k} \hat{c}_i \sum_{a} \varphi_a \left( \mathcal{L} \left( u_0(x_i) + \sum_{j=1}^{k} \nabla N_j(x_i) c_j \right) - f(x_i) \right) + \sum_{i=k+1}^{n} \hat{c}_i \sum_{a} \varphi_a \left( n_i \cdot D \sum_{j=k+1}^{n} \nabla N_j(x_i) c_j - h(x_i) \right) = 0.
\]

Following from Eq. (45), the elements of system matrix \( K \) and load vector \( F \) are defined as

\[
K_{ij} = \begin{cases} 
\sum_{a} \varphi_a \left[ \mathcal{L} \left( N_j(x_i) \right) \right], & \text{for } 1 \leq i \leq k, \\
\sum_{a} \varphi_a \left[ n_i \cdot D \nabla N_j(x_i) \right], & \text{for } k+1 \leq i \leq n,
\end{cases}
\]

\[
F_i = \begin{cases} 
- \sum_{a} \varphi_a \left[ \mathcal{L} \left( u_0(x_i) \right) + f(x_i) \right], & \text{for } 1 \leq i \leq k, \\
- \sum_{a} \varphi_a \left[ n_i \cdot D \nabla u_0(x_i) + h(x_i) \right], & \text{for } k+1 \leq i \leq n.
\end{cases}
\]

A comparison of Eqs. (46) and (47) with Eqs. (18) and (19) confirms the interpretation of the current scheme as “weighted collocation”, since the current entries can be derived by summing up the entries of the standard collocation matrix and vector, multiplied by a weighting factor \( \varphi_a \).

5.3. Collocating at the fine-scale Greville abscissae

In addition to using NURBS basis functions within the framework of the weighted collocation method, we need to come up with a suitable set of collocation points. In our opinion, a natural choice is the Greville abscissae generated from the fine-scale knot vector, obtained from a hierarchical split of the complete coarse-scale basis according to the two-scale relation Eq. (38). This choice combines a range of important advantages. First, the use of Greville abscissae as collocation points is in line with current practice in IGA collocation [51,52]. In particular, they can be generated easily across hierarchical levels, and it is confirmed below that the crucial properties of best possible convergence and stability also transfer to weighted collocation.

Second, considering its split in the sense of the two-scale relation, each coarse-scale basis function can be assigned to a clearly defined group of collocation points. This is illustrated in Fig. 42 for a uniform quadratic B-spline. Moreover, the split of the coarse-scale basis involves the scaling of the corresponding fine-scale basis functions (see Eqs. (36), (39) and Fig. 42), which gives rise to a natural choice of weighting factors \( \varphi_a \). Note that for boundary basis functions based on non-uniform B-splines, the generalized subdivision rule of Eq. (38) applies (see also Fig. 35). Finally, we anticipate here that the specific choice of collocation points based on the fine-scale Greville abscissae will be most useful, when accommodating hierarchical refinement in the weighted collocation concept.

The complete set of weighted collocation points is illustrated for a 1D quadratic B-spline patch in Fig. 43. The coloring clearly indicates the assignment of each group of collocation points to a specific coarse-scale basis function. In addition, we compare the collocation points of the weighting scheme to the standard collocation points derived from the
Greville abscissae of the coarse-scale basis and to the quadrature points required for full integration in the Galerkin method. For the present example, we count 14 weighted collocation points as compared to eight standard collocation points and 18 quadrature points in the Galerkin method, which reflects the compromise between the two original approaches. It should be noted that coincident collocation points of the fine-scale Greville abscissae need to be evaluated only once and can then be assembled to the different equations after multiplication with the corresponding weighting factor. Hence, coincident points in the weighting scheme count as one point evaluation only. It should also be noted that in this example we do not mix interior and boundary test functions, and the boundary basis functions in 1D are not weighted (see Fig. 43).

5.4. A simple model problem in 1D

In the following, we test the weighted collocation method for single level B-spline patches in one dimension and explore its numerical properties, in particular best possible convergence rates and stability. As a test bed, we use the standard steady advection-diffusion equation and the following Dirichlet boundary conditions

\[ Pe \ \frac{\partial u}{\partial x} - L \ \frac{\partial^2 u}{\partial x^2} = 0, \]

\[ u(x = 0) = 0; \quad u(x = L) = 1. \]  

(48a) 

(48b)

Its solution characteristics are governed by the global Péclet number \( Pe = aL/D \), where parameters \( a \), \( D \) and \( L \) are the velocity, the diffusion coefficient and the length of the domain, respectively. For increasing \( Pe \), the exponential boundary layer at the right hand end of the domain steepens. An in-depth discussion of this problem and its exact solution can be found in [128,129].

For the case of a moderate Péclet number \( Pe = 10 \), the plots of Figs. 44 and 45 compare the rates of convergence of the error in the \( L^2 \) norm and \( H^1 \) semi-norm, obtained with weighted collocation, standard collocation and Galerkin for even polynomial degrees (quadratic, quartic) and odd polynomial degrees (cubic, quintic), respectively. The different methods use the same B-spline basis that is uniformly refined over the complete domain, and imply a change of point evaluations as shown in

![Fig. 42. The set of weighted collocation points and weighting factors \( \alpha \) for a quadratic uniform B-spline.](image)

![Fig. 43. Quadrature/collocation points for Galerkin, standard and weighted collocation methods in a quadratic single-level B-spline patch.](image)
The following observations can be made: The rates of convergence in $L^2$ and $H^1$ achieve the best possible rates in both collocation schemes ($O(p)$ for even $p$, $O(p - 1)$ for odd $p$). Weighted collocation seems to involve a lower error constant $C$ (see Eq. (35)), which decreases the error level in comparison to standard collocation. However, it does not achieve an improvement of convergence rates over standard collocation, although the fact that weighted collocation passes more information to the system matrix might have raised some hope in that direction. Furthermore, the equivalence of convergence rates obtained with collocation and Galerkin in $H^1$ for even polynomial degrees becomes evident in Fig. 44b, where the convergence curves of weighted collocation and Galerkin coincide. For $L^2$ and odd polynomial degrees, Galerkin converges at a higher rate than both collocation schemes.

We also tested the stability of weighted isogeometric collocation. To this end, we raised the Péclet number $Pe$ in steps of one order of magnitude from zero (pure diffusion) to 1,000 (strong advection domination) and varied the polynomial degree $p$ from quadratics to degree eight. For all resulting combinations of $Pe$ and $p$, we did not encounter any unstable solution behavior. However, we observed an oscillatory behavior for the case of advection domination, which disappeared when the basis was refined enough to capture the boundary layer on the right hand end (see the example given in Fig. 46). The issue of oscillations for high Péclet numbers is well known for standard Galerkin discretizations, and is usually addressed by consistent stabilization techniques [129,130]. In the framework of isogeometric collocation, we performed some initial tests of collocation-point upwinding, for which a brief discussion and examples in 2D are given in Appendix B.
6. Adaptive isogeometric collocation in one dimension

As shown in the previous section, weighted isogeometric collocation using the fine-scale Greville abscissae as collocation points is stable and converges with the best possible rate. Moreover, it allows coincident collocation points, which is essential for the use of several levels of hierarchically refined NURBS basis functions. However, it requires more point evaluations than standard IGA collocation, which lessens the advantage of collocation in terms of computational efficiency.

6.1. Standard and weighted collocation across a hierarchy of meshes

A resolution of this dilemma is a combination of standard isogeometric collocation, weighted collocation and hierarchical refinement of NURBS, performed in such a way that all relevant advantages can be maintained. Our basic idea, which we simply refer to in the following as adaptive isogeometric collocation, goes as follows:

Adaptive isogeometric collocation:

- Use hierarchical refinement of NURBS to establish an analysis suitable basis that adaptively resolves local features of the problem.
- Use collocation for each basis function, whose coarse-scale collocation point is located within or on the boundary of a knot span, which does not overlap with basis functions of finer-scale hierarchical levels. Overlapping with basis functions of coarser scales is allowed. The corresponding collocation point is derived from the Greville abscissae of the current hierarchical level \( k \), where the basis function is defined.
- Use weighted collocation for each basis function, whose coarse-scale collocation point is located within a knot span that overlaps with basis functions of finer-scale hierarchical levels. The corresponding group of collocation points is derived from the fine-scale Greville abscissae of the next hierarchical level \( k + 1 \).

On the one hand, the application of the weighted collocation scheme in regions where basis functions of different hierarchical levels overlap allows coincident collocation points across hierarchical levels and thus avoids linear dependencies in the system matrix that occurred in the standard scheme (see Section 5.1). On the other hand, the application of the standard collocation scheme in single-level regions, which can be expected to cover the majority of the domain, effectively limits the number of point evaluations and thus preserves the fundamental advantage of collocation. Moreover, this strategy is consistent in the sense that it is generally valid irrespective of the polynomial degree and that it applies to any configuration of hierarchical levels. Furthermore, collocation points can be generated easily and implemented seamlessly within hierarchical refinement routines.

The idea of the restriction of weighted collocation to basis functions whose collocation points are located in regions of overlapping hierarchical levels is illustrated in Fig. 47 for a one dimensional multi-level patch of quadratic B-splines. The color of the collocation points indicates the group of B-splines to which they are assigned. Blue, purple and green collocation points correspond to the coarsest, intermediate, and finest hierarchical levels, respectively.

Fig. 46. Advection dominated problem \( (Pe = 500) \): Weighted isogeometric collocation leads to oscillations that vanish as soon as the basis is refined enough to capture the boundary layer. Note that no upwinding or stabilization was used for these computations.
points correspond to the Greville abscissae of the current scale \( k \), while red and orange points correspond to the Greville abscissae of the next finer scale \( k + 1 \) according to the weighted collocation concept.

6.2. Truncation of weighted collocation points

The method of adaptive isogeometric collocation can be further simplified by considering the concept of a truncated hierarchical basis, which was recently introduced by Giannelli et al. [78]. The truncation of a hierarchical B-spline basis recognizes that some fine-scale basis functions of level \( k \) are contained implicitly in some B-spline basis function of coarser scales, and eliminates them by subtracting finer-scale from coarser-scale basis functions. From a mathematical point of view, this procedure corresponds to a normalization of the hierarchical basis.

For the present example of the one-dimensional hierarchical B-spline patch in Fig. 47, truncation can be illustrated as follows. We focus on the red basis function shown in Fig. 47 on level \( k = 0 \) and its subdivision split into fine-scale B-splines, which are separately plotted in Fig. 48. As a consequence of the two scale relation Eq. (36), the two first basis functions of the next hierarchical level \( k = 1 \) are equivalent to two fine-scale B-splines of the red basis function shown in Fig. 48. The multiplicity of B-splines on the two neighboring levels can be removed by subtracting the two fine-scale B-splines from the coarse-scale red function. Recalling that the choice of weighted collocation points is motivated by the fine-scale Greville abscissae (see Fig. 42), we immediately see that the number of weighted collocation points for the truncated basis function of Fig. 48 naturally decreases as a consequence of the removal of fine-scale B-splines. Thus, in analogy to the truncation of a basis function, the corresponding set of weighted collocation points can also be truncated.

Replacing original basis functions of a hierarchical basis by their truncated counterparts leads to a normalization of the hierarchical basis with increased sparsity and better conditioning of the corresponding system matrix [78,70]. However, the
normalized basis still spans the same space as the set of original basis functions and thus maintains exactly the same approximation power. We can therefore argue here that groups of weighted collocation points can be reduced according to a possible truncation, no matter whether we truncate the corresponding basis function in the hierarchical basis or not. This is illustrated in Fig. 47, where the white collocation points have been truncated, although the basis functions remain the original B-splines. It should be noted that the concept of truncation constitutes a simplification of the adaptive IGA collocation, but does not affect its efficiency in terms of the number of point evaluations, since each truncated point corresponds to a coincident point on the next hierarchical level \( k + 1 \).

### 6.3. A simple model problem in 1D revisited

We test the efficiency of adaptive isogeometric collocation with the 1D steady advection-diffusion problem discussed in Section 5.4. A Péclet number of \( Pe = 150 \) leads to a boundary layer at the right hand end of the 1D domain, which involves a very high gradient. We use a sequence of hierarchical bases in the sense of Fig. 47 to obtain an accurate solution. In each refinement step, we generate an additional hierarchical level by a bisection of the four rightmost elements. Figs. 49 and 50 show the corresponding convergence of the error in the \( L^2 \) norm and \( H^1 \) semi-norm, as obtained with hierarchical B-splines of even polynomial degree (quadratic, quartic) and odd polynomial degree (cubic, quintic), respectively. Furthermore, they show the convergence obtained by uniform \( h \)-refinement of the corresponding B-spline patch that is based on a bisection of all elements over the complete domain in each refinement step. It can be observed that due to the local resolution of

---

**Fig. 49.** Adaptive isogeometric collocation: convergence of quadratic and quartic B-splines.

**Fig. 50.** Adaptive isogeometric collocation: convergence of cubic and quintic B-splines.
the boundary layer, adaptive isogeometric collocation achieves rates of convergence, which are far higher than those of uniform refinement. To arrive at the final error level in both the $L^2$ and $H^1$ cases, the hierarchical bases require about one order of magnitude fewer degrees of freedom than uniform $h$-refinement. After several adaptive refinement steps, the largest part of the error does not stem from the excessively refined right boundary anymore, so that the convergence rates of the adaptive solutions level off.

We also use the present advection-diffusion example with $Pe = 150$ to compare the current adaptive collocation scheme based on weighted collocation to an adaptive collocation scheme that uses single collocation points in the transition regions between hierarchical levels. We discussed in Section 5.1 that the former is possible with multi-level Greville abscissae for B-splines of even polynomial degree, but leads to the accumulation of collocation points in the transition regions (see Fig. 41b). Fig. 51 illustrates the corresponding solution behavior for a multi-level hierarchical B-spline basis of $p = 4$. We observe that adaptive collocation based on single collocation points is unstable and converges to a solution that is very different from the analytical solution. Adaptive collocation based on weighted collocation points is stable and converges to the analytical solution.

### 6.4. Computational efficiency in 1D

The key motivation for the use of isogeometric collocation is its interpretation as a stable higher-order one-point quadrature scheme, which requires only one point evaluation per control point (i.e., node) \([51,52]\). A suitable measure for the computational efficiency of a method in this sense is the ratio of the number of evaluations at quadrature or collocation points $\hat{n}$ over the number of control points $n_{cp}$ in the system

$$
    r_{eff} = \frac{\hat{n}}{n_{cp}}.  \quad (49)
$$

Standard IGA collocation is optimal, since it automatically leads to the minimum of $r_{eff} = 1.0$. In adaptive isogeometric collocation, the ratio is larger than the optimum due to the use of weighted collocation. However, only a few basis functions are affected due to its restriction to the transition regions between hierarchical levels, so that $r_{eff}$ always remains very close to the optimum of one. With respect to a Galerkin method, adaptive isogeometric collocation can still be characterized as a one-point quadrature scheme, whose computational cost in terms of point evaluations is considerably smaller than in a corresponding Galerkin scheme. Moreover, we have seen in Section 3.1 that the cost of one quadrature point in a Galerkin method is considerably larger than the cost of one collocation point. With respect to standard IGA collocation, we expect that the resolution of local features of adaptive IGA colocation leads to a sizable increase in the overall computational efficiency, in particular for large problems in two and three dimensions, which by far exceeds the little extra cost indicated by the slight deviation from the optimum $r_{eff} = 1.0$.

We illustrate this statement by comparing the cost of point evaluations per control point for analysis with the hierarchically refined B-spline patch of Fig. 47. We consider adaptive IGA collocation and a Galerkin method \([70]\) that uses full Gauss quadrature in each knot span. Fig. 52a and b plot the ratio $r_{eff}$ of Eq. (49) with increasing number of hierarchical levels for adaptive IGA collocation and Galerkin, respectively. The results confirm our initial argument. Despite the additional points due to weighted collocation in the transition regions between hierarchical levels, the ratio $r_{eff}$ for adaptive IGA collocation stays close to the optimum of one throughout all polynomial degrees $p$ considered. In particular, it is considerably lower than the corresponding $r_{eff}$ of full Gauss quadrature required by the Galerkin method. Note that the partial coincidence of coarse- and fine-scale collocation points of neighboring levels for odd polynomial degrees $p$ leads to better ratios in comparison to even $p$, where the set of coarse- and fine-scale collocation points are completely distinct.

### 7. Adaptive isogeometric collocation in two and three dimensions

In the following, we demonstrate that the concept of adaptive isogeometric collocation that has been presented in the previous sections for the 1D case works equivalently well in higher dimensions. To this end, we examine 2D elliptic problems with smooth and rough solutions as well as advection-diffusion benchmarks in 2D and 3D. The results confirm that adaptive IGA collocation achieves the best possible rates of convergence in higher dimensions, works well for rough solutions, and considerably reduces the computational cost in terms of point evaluations in comparison to full Gauss quadrature of corresponding Galerkin discretizations.

#### 7.1. Annular ring with a smooth solution

With the first numerical example, we demonstrate that adaptive isogeometric collocation achieves the best possible rates of convergence in higher dimensions. To this end, we consider the elliptic PDE

$$
    \begin{align}
    -\Delta u + u &= f \quad \text{in } \Omega, \\
    u &= 0 \quad \text{on } \partial \Omega. 
    \end{align} \quad (50) 
$$
The problem is defined over a quarter of an annular ring with inner radius \( R_{in} = 1.0 \) and outer radius \( R_{out} = 4.0 \). The quarter annulus is located within the positive quadrant of the Cartesian coordinate system \( x, y \). The source term \( f \) is manufactured in such a way that the exact solution to the PDE over the quarter annulus reads

\[
  u = \phi^2 (r^2 - 1)(r^2 - 16) \sin(x) \tag{51}
\]

with polar coordinates \( r = \sqrt{x^2 + y^2} \) and \( \phi = \arccos(x/r) \). The solution is illustrated by its numerical approximations plotted on the corresponding meshes in Fig. 53.

We start from a \( 6 \times 9 \) single-level NURBS mesh, which represents the geometry of the quarter annular ring exactly. Note that throughout the hierarchical refinement, the geometry is represented by the initial mesh in the sense of Eq. (42). This initial mesh is then graded towards the expected location of the highest gradients at the left hand boundary by two levels of hierarchically refined NURBS (see Fig. 53a). The three-level mesh of Fig. 53a is then refined uniformly, where in each refinement step all elements over the complete domain are quadrisected. The meshes after the first and the second refinement step are shown in Figs. 53b and 53c, respectively. The corresponding convergence of the relative error in the \( L^2 \) norm and \( H^1 \) semi-norm are plotted in Figs. 54a and 54b, respectively, for quadratic, cubic, quartic and quintic NURBS. The plots clearly show that adaptive isogeometric collocation based on hierarchical refinement and weighted collocation leads to the best possible rates of convergence of \( O(p) \) for even and of \( O(p - 1) \) for odd polynomial degrees \( p \).

---

**Fig. 51.** Adaptive isogeometric collocation with quartic B-splines and five refinement levels, using single collocation points (see Fig. 41b) and weighted collocation points in the transition regions of hierarchical levels.

The problem is defined over a quarter of an annular ring with inner radius \( R_{in} = 1.0 \) and outer radius \( R_{out} = 4.0 \). The quarter annulus is located within the positive quadrant of the Cartesian coordinate system \( x, y \). The source term \( f \) is manufactured in such a way that the exact solution to the PDE over the quarter annulus reads

\[
  u = \phi^2 (r^2 - 1)(r^2 - 16) \sin(x) \tag{51}
\]

with polar coordinates \( r = \sqrt{x^2 + y^2} \) and \( \phi = \arccos(x/r) \). The solution is illustrated by its numerical approximations plotted on the corresponding meshes in Fig. 53.

We start from a \( 6 \times 9 \) single-level NURBS mesh, which represents the geometry of the quarter annular ring exactly. Note that throughout the hierarchical refinement, the geometry is represented by the initial mesh in the sense of Eq. (42). This initial mesh is then graded towards the expected location of the highest gradients at the left hand boundary by two levels of hierarchically refined NURBS (see Fig. 53a). The three-level mesh of Fig. 53a is then refined uniformly, where in each refinement step all elements over the complete domain are quadrisected. The meshes after the first and the second refinement step are shown in Figs. 53b and 53c, respectively. The corresponding convergence of the relative error in the \( L^2 \) norm and \( H^1 \) semi-norm are plotted in Figs. 54a and 54b, respectively, for quadratic, cubic, quartic and quintic NURBS. The plots clearly show that adaptive isogeometric collocation based on hierarchical refinement and weighted collocation leads to the best possible rates of convergence of \( O(p) \) for even and of \( O(p - 1) \) for odd polynomial degrees \( p \).

---

**Fig. 52.** Computational efficiency in terms of \( r_{cpu} \), i.e., the number of point evaluations per control point, for a one-dimensional hierarchical basis, constructed in the sense of Fig. 47.
7.2. L-shaped domain with a “rough” solution

The second numerical example consists of a stationary heat conduction problem defined over an L-shaped domain \( \Omega = [-1, 1]^2 \setminus ([0, 1] \times [-1, 0]) \). It is governed by the Laplace equation

\[
\Delta T = 0 \quad \text{in} \quad \Omega
\]

(52)

with homogeneous Dirichlet boundary conditions on the reentrant edges \( \Gamma_{D,1} = [0 \leq x \leq 1] \) and \( \Gamma_{D,2} = [-1 \leq y \leq 0] \). On the rest of the boundaries, Neumann boundary conditions are imposed that satisfy the exact solution

\[
T = r^2 \sin \left( \frac{2\phi}{3} \right)
\]

(53)

with polar coordinates \( r = \sqrt{x^2 + y^2} \) and \( \phi = \arccos(x/r) \). The solution Eq. (53) can be characterized as “rough”, since its gradient exhibits a singularity at the reentrant corner. The exact solution and its first derivative with respect to \( r \) are plotted in Figs. 55a and 55b.

We discretize the L-shaped domain by two patches of \( 10 \times 10 \) NURBS elements. We subsequently add an increasing number of hierarchical levels around the reentrant corner by splitting half of the NURBS elements on the currently finest hierarchical level in each parametric direction of both patches. Fig. 56a shows the adaptive NURBS mesh for the four-level case. Fig. 56b plots the corresponding set of collocation points for the case of three-level quadratic NURBS. Its coloring refers to single collocation points of the standard collocation scheme, each of which can be attributed to one basis function, and to weighted collocation points in the transition regions of neighboring hierarchical levels. It can be clearly observed that the

Fig. 53. Uniform refinement of a three-level hierarchical NURBS mesh for a quarter annulus. The contours show the approximation of the solution field for quadratic NURBS.

Fig. 54. Adaptive isogeometric collocation: best possible rates of convergence for the 2D quarter annulus.
Fig. 55. Heat conduction over the L-shaped domain with reentrant corner.

(a) Smooth solution $T$ Eq. (53).

(b) Singularity in the derivative $\partial T/\partial r$.

Fig. 56. Adaptive isogeometric collocation: discretization and collocation points for the L-shaped domain.

(a) Four-level hierarchical mesh refined towards the reentrant corner.

(b) Collocation points corresponding to the three-level quadratic basis.

Fig. 57. Adaptive isogeometric collocation: convergence in the presence of a corner singularity.

(a) Error in $H^1$ for $p=2,3$.

(b) Error in $H^1$ for $p=4,5$. 
majority of points are standard collocation points for basis functions away from the transition regions that contribute towards an optimum ratio of one point evaluation per degree of freedom.

For convenience, we carry out the analysis on one of the patches, using symmetry boundary conditions along the patch interface. The convergence of the relative error in the $H^1$ semi-norm is plotted in Fig. 57a and b for quadratic, cubic, quartic and quintic NURBS basis functions, respectively. It can be observed that adaptive isogeometric collocation using an increasing number of hierarchical levels improves the convergence rates by around one order of magnitude with respect to uniform refinement of the complete domain. The present numerical example thus confirms that adaptive IGA collocation works well for rough problems.

7.3. Advection skew to the mesh

For the remaining numerical examples, we return to the advection-diffusion PDE equation (10). A typical benchmark test [130,131] for adaptive refinement is sketched in Fig. 58, which was examined in a Galerkin context for uniform $k$-refinement [2], local T-spline refinement [132,133] and local hierarchical refinement of NURBS [70]. The velocity $a$ is inclined to the mesh at $45^\circ$ and the diffusivity $D$ is chosen extremely small, so that the problem is dominated by advection, resulting in a very high global Péclet number of $10^4$. Thus, we expect sharp interior and boundary layers, which require stable numerical techniques in addition to increased resolution to be accurately captured. A corresponding Galerkin overkill solution computed on a uniform mesh of $480 \times 480$ quadratic B-spline elements is shown in Fig. 59.

We investigate the adaptive resolution of the internal and boundary layers with the present hierarchical refinement approach, starting from a $15 \times 15$ grid of quadratic B-splines. We satisfy boundary conditions strongly at the inflow and outflow boundaries. To this end, we keep track of the scaling factors $s_i$ of Eq. (38) in the subdivision split of boundary functions in order to satisfy partition of unity at the non-zero inflow boundary. Furthermore, we use upwinding of the collocation points to prevent unphysical oscillations (see Appendix B). Employing an automatic refinement scheme based on a gradient based error indicator [70], we obtain a sequence of hierarchical meshes with corresponding solution fields shown in Fig. 60a–f.

It can be observed that the refinement captures the location of the internal and the boundary layers very well. Despite the high Péclet number and the high degree of local refinement with a larger number of hierarchical levels, no stability or robustness issues in the adaptive isogeometric collocation scheme were encountered. We can observe some over- and undershooting of the adaptive solution along the internal layer as also reported for T-spline [132,133] and hierarchical B-spline refinement [70] with the Galerkin method. We observe that five hierarchical refinement steps are required to get control over the undershooting close to the jump at the inflow boundary. While providing the same fine-scale element size around the internal and boundary layers, the finest adaptive mesh of Fig. 60f with 8187 degrees of freedom requires, at a comparable level of accuracy, only about 3.5% of the degrees of freedom of the uniform overkill mesh of Fig. 59 with 230,400 degrees of freedom. Finally, we would like to point out the high quality of the refinement in terms of locality, as the hierarchical elements of the finest level show no propagation through the mesh.

7.4. Advection–diffusion in a rotating cylinder

With the next numerical example, we show that adaptive isogeometric collocation can be extended to 3D solid elements in a straightforward manner. We consider the advection-diffusion benchmark introduced in [70], which consists of a three-dimensional cylinder that rotates around its axis with tangential velocity $a_t = \omega r$ and radial velocity $a_r = 0$. At the same time, a flow of constant axial velocity $a_z$ is assumed, which results in a helical plume of the concentration that emerges from the fixed local inflow boundary condition $u = 1$. A sketch of the problem is given in Fig. 61. The geometry of the cylinder is described exactly by four equal NURBS patches, each of which covers one quarter of the cylinder and consists of $9 \times 9 \times 50$
quadratic NURBS elements in \((r, \theta, z)\)-directions, respectively. The geometry is represented throughout the refinement process by the initial mesh in the sense of Eq. (42). Dirichlet boundary conditions are prescribed strongly at the inflow and outflow boundaries at both ends, where at the non-zero inflow, we satisfy partition of unity of the boundary basis functions by taking into account the scaling factors \(s_i\) of Eq. (38) throughout the refinement process. At the radial boundary of the cylinder, we impose no-flux Neumann conditions.

To accurately resolve the boundary and internal layers along the plume, we apply an automatic adaptive refinement procedure based on a gradient-based error indicator [70]. Figs. 62 and 64 show the resulting complete adaptive mesh with two levels of hierarchical NURBS as well as the initial mesh and the sets of finest elements after each refinement step. The corresponding solution obtained with the adaptive mesh of Fig. 62 is plotted in Fig. 63. We observe that the refinement accurately traces the steepest gradients of the concentration \(u\). A uniform discretization that yields a plume resolution with the same small element size as in the adaptive mesh requires a globally refined mesh of 36 \(\times\) 144 \(\times\) 200 quadratic NURBS elements with 1,095,200 degrees of freedom, whereas the present adaptive mesh requires only 104,017 degrees of freedom.

7.5. Computational efficiency in higher dimensions

We emphasize again the key motivation for the use of isogeometric collocation, i.e. its interpretation as a stable higher-order one-point quadrature scheme with only one point evaluation per control point (i.e., node) [51,52]. Measuring the computational efficiency by the ratio of the number of evaluations at collocation points over the number of control points in the system (see Eq. (49) in Section 6.4), we have an optimum of \(r_{\text{eff}} = 1.0\) for IGA collocation of a single-level NURBS basis. For adaptive IGA collocation, this ratio is increased due to weighted collocation, which takes into account more than one collocation point for some of the basis functions. However, due to its locally restricted application in transition regions between hierarchical levels, we demonstrated in Section 6.4 that for the one-dimensional case the ratio \(r_{\text{eff}}\) always remains close to the optimum of one. In the following, we show that this argument equally holds for higher dimensions.

First, we compare the two different refinement strategies that we applied in Section 7.1 for the quarter annulus and in Section 7.2 for the L-shaped domain, respectively. The former starts with a fixed number of hierarchical levels in the initial mesh and applies uniform mesh refinement to the initial hierarchically graded mesh. The latter starts with an unrefined uniform mesh and locally increases the number of hierarchical levels, leading to a strong grading of elements from coarsest to finest scale. Fig. 65a and b show that for the quarter annulus, the ratio \(r_{\text{eff}}\) between point evaluations and control points converges quickly to the optimum \(r_{\text{eff}} = 1.0\), while for the L-shaped domain, the ratio \(r_{\text{eff}}\) converges towards values below 2.0 for all polynomial degrees \(p\) considered. We conclude that if a hierarchically graded mesh is uniformly refined, the ratio of point evaluations per degree of freedom recovers in the limit the optimal computational efficiency of standard single-level IGA collocation. If the grading of a mesh is increased by the addition of hierarchical levels, the ratio saturates to an asymptotic value acceptably “close” to its optimum \(r_{\text{eff}} = 1.0\).

Second, we focus on the 2D advection benchmark discussed in Section 7.3. Considering the topology of the area to be refined in each step, we can easily identify this as a sort of worst-case example. Due to the boundary and internal layers, refinement is required along lines rather than over an area, which is illustrated by the sequence of refined meshes in Fig. 60a–f. As a consequence, the hierarchical levels in each refinement step involve a large number of weighted collocation points due to the stretched transition regions, while the number of single-level collocation points emanating from the areas enclosed is comparatively small. Considering the refined meshes of Fig. 60, we construct corresponding quadratic and cubic basis func-
Due to the unfavorable topology of refinement areas, the ratios $r_{\text{eff}}$ plotted in Fig. 66a are higher than for the L-shaped domain, but still stay well below a value 2.0 for both $p=2$ and $p=3$. A comparison of the ratios $r_{\text{eff}}$ obtained from collocation and full Gauss quadrature reveals that for the same adaptive NURBS basis in 2D, collocation cuts down the number of point evaluations per control point by about one order of magnitude. For the 3D case discussed in Section 7.4, the behavior is equivalent. Considering the refined meshes of Figs. 62 and 64, we again construct quadratic and cubic basis functions and compute corresponding collocation and Gauss quadrature points. Fig. 66b illustrates the resulting computational efficiency in terms of the ratio $r_{\text{eff}}$, which is acceptably close to the optimum $r_{\text{eff}} = 1.0$ and one to two orders of magnitude smaller than that of full Gauss quad-

---

**Fig. 60.** Sequence of hierarchical meshes and corresponding solution fields for the 2D benchmark problem dominated by advection skew to the mesh.
Finally, we briefly illustrate again the imperative requirement for local adaptivity in isogeometric collocation. To this end, we compute the relation of collocation points for a uniformly refined NURBS basis of the same fine-scale resolution with respect to collocation points for a hierarchically refined NURBS basis. The resulting number is a normalization with respect to

Fig. 61. Advection–diffusion in a rotating cylinder: system sketch.

Fig. 62. Adaptive mesh with two levels of hierarchical quadratic NURBS.

Fig. 63. Solution field obtained with the adaptive mesh of Fig. 62.
adaptive collocation and thus tells us how many times more point evaluations are required by standard uniform collocation. Fig. 68a shows the evolution of this number during the refinement of the L-shaped domain problem discussed in Section 7.2. For the finest resolution of the reentrant corner shown in Fig. 55, standard IGA collocation with a uniform NURBS basis requires 10,000 times as many point evaluations as adaptive IGA collocation applied in the sense of Fig. 56. Fig. 68b shows similar ratios for the advection diffusion examples discussed in Sections 7.3 and 7.4. In particular, we observe that the difference in point evaluations between uniform and adaptive hierarchical refinement further increases when we go from 2D to 3D problems.

8. Summary and conclusions

In this paper, we compared isogeometric collocation (IGA-C) with isogeometric Galerkin (IGA-G) and standard $C^0$ finite element methods (FEA-G) in terms of their computational efficiency. We first assessed the computational cost in floating point operations for the formation and assembly of stiffness matrices and residual vectors. The operation counts demonstrate that compared to IGA-G and FEA-G, IGA-C significantly reduces the computational cost. Second, we showed that in IGA-C, the bandwidth of the stiffness matrix and the cost of matrix-vector products are smaller than in IGA-G and FEA-G. These properties are important indicators for the performance of direct and iterative solvers, respectively. Third, we used a series of representative smooth and rough problems in 3D to numerically compare the different methods with respect to accuracy vs. the number of degrees of freedom as well as accuracy vs. the serial computing time on a single thread. We showed that IGA-C can be orders of magnitude faster than IGA-G and FEA-G to achieve a specified level of accuracy. We illustrated that IGA-C approximations using basis functions of even polynomial degree can be considered the sweet spot of collocation, since they offer the same convergence rate in $H^1$ with respect to the optimal rates of the Galerkin methods at a computational cost that is orders of magnitude smaller. We also observed that IGA-C approximations using basis functions of odd polynomial degree (in particular cubics) are not as efficient as those using basis functions of even degree, since they ex-
We then showed that local adaptivity in isogeometric collocation can be based on local hierarchical refinement of NURBS. In recent contributions on isogeometric collocation, the Greville abscissae derived from the knot vector of the NURBS basis have been shown to provide a suitable set of collocation points with favorable numerical properties. However, in the context of a hierarchical basis, the Greville abscissae of different hierarchical levels may generate coincident collocation points, which leads to the linear dependence of the equation system. To bypass this problem, we introduced the concept of weighted isogeometric collocation that derives each collocation equation from a group of collocation points, generated from the fine-scale Greville abscissae of the next hierarchical level. We showed that weighted IGA collocation leads to the best possible rates of convergence, however, at a higher computational cost than standard IGA collocation. We therefore applied weighted collocation only in regions, where hierarchical levels overlap and coincident points are possible, and continued to collocate at single points in the rest of the domain. The resulting adaptive isogeometric collocation scheme combines several advantages. It reconciles collocation at the Greville abscissae with hierarchically refined NURBS basis functions, fully inheriting the favorable properties of both technologies. The key idea of local weighted collocation is acceptably simple and permits a straightforward implementation, in particular if hierarchical refinement routines already exist. Several numerical examples in one, two and three dimensions demonstrated that adaptive isogeometric collocation

(a) Quarter annulus of Fig. 53 (h-refinement of a hierarchically graded mesh): Each hierarchical level is uniformly refined, while the number of hierarchical levels is kept the same in each step.

(b) L-shaped domain of Fig. 56 (increase of local mesh grading): In each refinement step, an additional hierarchical level is added that increases the mesh density locally.

Fig. 65. Computational efficiency $r_{eff}$ of adaptive IGA collocation in terms of number of point evaluations per control point for two different refinement strategies.

Fig. 66. Computational efficiency in terms of $r_{eff}$ of adaptive collocation and of full Gauss quadrature required in the Galerkin method.
in this form converges with the best possible rates, while it preserves the key advantage in terms of a small number of point evaluations. In particular, we showed that the ratio between the number of point evaluations and the number of control points (i.e., nodes) in the system remains always close to the optimum of one and considerably below what is required in a corresponding Galerkin method. Moreover, adaptive IGA collocation demonstrated its robustness for “rough” and advection dominated problems, and no stability issues were encountered in the presence of a large number of hierarchical levels.

We believe that isogeometric collocation has the potential to offer a more efficient alternative to existing finite element technology. Some particularly promising research topics that need to be investigated are the appropriate treatment of boundary and patch interface conditions, fully nonlinear problems, locking free plate and shell formulations, three-dimensional solids and fluids, efficient parallel implementations, and large-scale industrial applications. There are many challenges and hurdles to be overcome, but the opportunity seems very significant. At the same time, we are convinced that more efficient quadrature schemes for isogeometric Galerkin methods are possible, and their investigation constitutes an important objective of future research in IGA.
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Appendix A. Derivation of operation counts at a quadrature/collocation point

In the following, we provide details on the operation counts regarding the cost in floating point operations (flops) at each quadrature/collocation point for the formation and assembly of (a) the local stiffness matrix of a scalar problem (Laplace), (b) the local stiffness matrix of a vector problem (elasticity) and (c) the residual vector in an elastodynamics problem without damping. Operations required for the formation and assembly of local matrix and vector entities are separately listed in Appendices A.2, A.3, and A.4 for cases (a), (b) and (c), respectively. We note that in this paper each multiplication and each addition are considered as a single flop. We refer to isogeometric collocation, Galerkin based isogeometric analysis and \( C^0 \) finite element methods with abbreviations IGA-C, IGA-G and FEA-G, respectively. We neglect the cost of all control structures and do not use the symmetry of the Galerkin stiffness matrices, since this does not hold for non-symmetric problems such as advection-diffusion. We assume that IGA-C and IGA-G use NURBS to represent the geometry exactly and FEA-G uses the finite element mesh for the approximation of the geometry. For FEA-G, our counts are based on Bernstein polynomials which do not involve a rational mapping and whose cost is therefore comparable to standard \( C^0 \) basis functions. For IGA-C, we report operation counts for an interior collocation point that sees \((p+1)\) basis functions.

For the solution of the small systems of linear equations that occur during the computation of first and second derivatives in global coordinates, we assumed standard Gaussian elimination. Typically we need to solve many systems with the same coefficient matrix, but \( k \) different right hand sides. This requires only one forward elimination of the coefficient matrix and \( k \) forward eliminations and back substitutions of the right hand sides. The corresponding cost in flops can be computed with \( 2/3n^3 + 3/2kn^2 - (3k + 4)/6n \), where \( n \) is the number of equations in the system.

The computation of univariate basis functions in local coordinates depends largely on function type and specific implementation. Therefore we neglect its cost, assuming it is small and comparable between methods. Alternatively, we could assume that univariate basis functions in local coordinates are precomputed for a typical element (IGA-G/FEA-G) or the required types and locations of collocation points, which actually many codes do (as for instance the code that we used for all computations shown in this paper). Operations related to the computation of multivariate basis functions and its derivatives in global coordinates are the same for the stiffness forms of case (a) and (b), and therefore reported only once in Appendix A.1.
Algorithm 1. MATLAB code snippet 1 – compute NURBS basis functions and their first and second derivatives in global coordinates. This routine is required for the formation of the global rows of a stiffness matrix at each collocation point in IGA collocation.

```
for j=1:(p+1) do
    for i=1:(p+1) do
        A = A + xi(i)*iota(i) * w(i,1);
        dxi = dxi + xi(i) * w(i,1);
        deta = deta + iota(i) * w(i,1);
        dxieta = dxieta + xi(i)*iota(i) * w(i,1);
        detaeta = detaeta + iota(i)*iota(i) * w(i,1);
    end
end

% 2. Multiply each B-spline function with corresponding weight
w_sum = sum(w,1);

% 3. Compute sums of B-spline functions
N = sum(N,1);
dN_xi = sum(dN_xi,1);
dN_eta = sum(dN_eta,1);
dN_xieta = sum(dN_xieta,1);
dN_xieta = sum(dN_xieta,1);

% 4. Compute NURBS basis functions and its first and second derivatives in local coordinates
dN_xi = sum(dN_xi,1);
```

For the residual forms in the elastodynamics case (c), we can optimize the evaluation of displacements and accelerations in IGA-C, so that the number of linear system solves required for the computation of second order derivatives is considerably reduced. To help interested readers to retrace our counts, we additionally provide corresponding MATLAB routines. Algorithm 1 shows the computation of 2D NURBS basis functions and their first and second derivatives for the computation of the stiffness forms. Algorithm 2 shows the evaluation of displacements and accelerations in 2D NURBS based collocation.

Algorithm 2. MATLAB code snippet 2 – compute displacements and accelerations with 2D NURBS basis functions in the elastodynamics case. This routine is applied at each collocation point and minimizes the cost for the evaluation of second order derivatives.
For the elastodynamics case (c), we furthermore assume that the Jacobian matrix in IGA-G/FEA-G and the Jacobian and Hessian matrices in IGA-C are precomputed at each quadrature/collocation point. This requires the storage of a maximum of 27 doubles (for the case of a collocation point in 3D), but significantly reduces the computational effort for the formation of the residual vector. We also assume optimized linear algebra routines that avoid operations on zero entries of local matrices in IGA-G and FEA-G.

In the tables of Appendix A, $B$ denotes the strain-nodal displacement matrix and $H$ is the matrix that maps nodal degrees of freedom to values at a collocation/quadrature point. In 3D, they show the following well-known structure per node $A$ [96]

$$
B_A = \begin{bmatrix}
N_{Ax} & 0 & 0 \\
0 & N_{Ay} & 0 \\
0 & 0 & N_{Az} \\
N_{AX} & 0 & N_{AX} \\
0 & N_{AY} & N_{AY} \\
N_{AZ} & N_{AZ} & 0
\end{bmatrix}, \quad H_A = \begin{bmatrix}
N_A & 0 & 0 \\
0 & N_A & 0 \\
0 & 0 & N_A
\end{bmatrix}.
$$
### A.1. Flops to evaluate basis functions

<table>
<thead>
<tr>
<th>(d)</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>(6(p + 1)^2)</td>
<td>(3(p + 1)^2)</td>
<td>(3(p + 1)^2)</td>
</tr>
<tr>
<td>3</td>
<td>(20(p + 1)^3)</td>
<td>(8(p + 1)^3)</td>
<td>(8(p + 1)^3)</td>
</tr>
</tbody>
</table>

1. Form tensor products:

1. Multiply each B-spline basis function with corresponding weight:

<table>
<thead>
<tr>
<th>(d)</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(3(p + 1))</td>
<td>(2(p + 1))</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>(6(p + 1)^2)</td>
<td>(3(p + 1)^2)</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>(10(p + 1)^3)</td>
<td>(4(p + 1)^3)</td>
<td>-</td>
</tr>
</tbody>
</table>

2. Compute sums of B-spline basis functions:

<table>
<thead>
<tr>
<th>(d)</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(3(p + 1))</td>
<td>(2(p + 1))</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>(6(p + 1)^2)</td>
<td>(3(p + 1)^2)</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>(10(p + 1)^3)</td>
<td>(4(p + 1)^3)</td>
<td>-</td>
</tr>
</tbody>
</table>

3. Compute NURBS basis functions and its derivatives with respect to local coordinates:

<table>
<thead>
<tr>
<th>Function, first and second derivatives</th>
<th>Function and first derivatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (21(p + 1))</td>
<td>(6(p + 1))</td>
</tr>
<tr>
<td>2 (57(p + 1)^2)</td>
<td>(11(p + 1)^2)</td>
</tr>
<tr>
<td>3 (109(p + 1)^3)</td>
<td>(16(p + 1)^3)</td>
</tr>
</tbody>
</table>

4. Compute Jacobian matrix:

<table>
<thead>
<tr>
<th>(d)</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(2(p + 1))</td>
<td>(2(p + 1))</td>
<td>(2(p + 1))</td>
</tr>
<tr>
<td>2</td>
<td>(8(p + 1)^2)</td>
<td>(8(p + 1)^2)</td>
<td>(8(p + 1)^2)</td>
</tr>
<tr>
<td>3</td>
<td>(18(p + 1)^3)</td>
<td>(18(p + 1)^3)</td>
<td>(18(p + 1)^3)</td>
</tr>
</tbody>
</table>

5. Compute Hessian and the matrix of squared first derivatives required for determining second order derivatives:

<table>
<thead>
<tr>
<th>(d)</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(2(p + 1) + 2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>(12(p + 1)^2 + 13)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>(36(p + 1)^3 + 63)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

6. Solve for 1st derivatives:

<table>
<thead>
<tr>
<th>(d)</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((p + 1))</td>
<td>((p + 1))</td>
<td>((p + 1))</td>
</tr>
<tr>
<td>2</td>
<td>(5(p + 1)^2 + 4)</td>
<td>(5(p + 1)^2 + 4)</td>
<td>(5(p + 1)^2 + 4)</td>
</tr>
<tr>
<td>3</td>
<td>(12(p + 1)^3 + 20)</td>
<td>(12(p + 1)^3 + 20)</td>
<td>(12(p + 1)^3 + 20)</td>
</tr>
</tbody>
</table>

7. Compute right hand side vectors and solve for 2nd derivatives:

<table>
<thead>
<tr>
<th>(d)</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(3(p + 1))</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>(24(p + 1)^2 + 20)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>(87(p + 1)^3 + 140)</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Total number of flops:

<table>
<thead>
<tr>
<th>(d)</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(35(p + 1) + 2)</td>
<td>(13(p + 1))</td>
<td>(3(p + 1))</td>
</tr>
<tr>
<td>2</td>
<td>(124(p + 1)^2 + 37)</td>
<td>(33(p + 1)^2 + 4)</td>
<td>(16(p + 1)^2 + 4)</td>
</tr>
<tr>
<td>3</td>
<td>(302(p + 1)^3 + 223)</td>
<td>(62(p + 1)^3 + 20)</td>
<td>(38(p + 1)^3 + 20)</td>
</tr>
</tbody>
</table>
### A.2. Flops to evaluate the local stiffness matrix in the Laplace problem

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGAC</th>
<th>IGAG</th>
<th>FEAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$35(p+1) + 2$</td>
<td>$13(p+1)$</td>
<td>$3(p+1)$</td>
</tr>
<tr>
<td>2</td>
<td>$124(p+1)^2 + 37$</td>
<td>$33(p+1)^2 + 4$</td>
<td>$16(p+1)^2 + 4$</td>
</tr>
<tr>
<td>3</td>
<td>$302(p+1)^3 + 223$</td>
<td>$62(p+1)^3 + 20$</td>
<td>$38(p+1)^3 + 20$</td>
</tr>
</tbody>
</table>

1. Flops transferred from Appendix A.1:

2. Set up local stiffness matrix:

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGAC</th>
<th>IGAG</th>
<th>FEAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>$(p+1)^2 + (p+1)$</td>
<td>$(p+1)^2 + (p+1)$</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>$3(p+1)^4 + 2(p+1)^2$</td>
<td>$3(p+1)^4 + 2(p+1)^2$</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>$5(p+1)^6 + 3(p+1)^3$</td>
<td>$5(p+1)^6 + 3(p+1)^3$</td>
</tr>
</tbody>
</table>

3. Evaluate Laplace operator on global level:

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGAC</th>
<th>IGAG</th>
<th>FEAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>$(p+1)^2$</td>
<td>$(p+1)^2$</td>
</tr>
<tr>
<td>2</td>
<td>$(p+1)^4$</td>
<td>$(p+1)^4$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$(p+1)^6$</td>
<td>$(p+1)^6$</td>
<td></td>
</tr>
</tbody>
</table>

#### Total operations:

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGAC</th>
<th>IGAG</th>
<th>FEAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$35(p+1) + 2$</td>
<td>$2(p+1)^2 + 14(p+1)$</td>
<td>$2(p+1)^2 + 4(p+1)$</td>
</tr>
<tr>
<td>2</td>
<td>$125(p+1)^2 + 37$</td>
<td>$4(p+1)^4 + 35(p+1)^2 + 4$</td>
<td>$4(p+1)^4 + 18(p+1)^2 + 4$</td>
</tr>
<tr>
<td>3</td>
<td>$304(p+1)^3 + 223$</td>
<td>$6(p+1)^6 + 65(p+1)^3 + 20$</td>
<td>$6(p+1)^6 + 41(p+1)^3 + 20$</td>
</tr>
</tbody>
</table>

### A.3. Flops to evaluate the local stiffness matrix in elasticity

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGAC</th>
<th>IGAG</th>
<th>FEAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$35(p+1) + 2$</td>
<td>$13(p+1)$</td>
<td>$3(p+1)$</td>
</tr>
<tr>
<td>2</td>
<td>$124(p+1)^2 + 37$</td>
<td>$33(p+1)^2 + 4$</td>
<td>$16(p+1)^2 + 4$</td>
</tr>
<tr>
<td>3</td>
<td>$302(p+1)^3 + 223$</td>
<td>$62(p+1)^3 + 20$</td>
<td>$38(p+1)^3 + 20$</td>
</tr>
</tbody>
</table>

1. Flops transferred from Appendix A.1:

2. Set up local stiffness matrix:

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGAC</th>
<th>IGAG</th>
<th>FEAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>$2(p+1)^2 + (p+1)$</td>
<td>$2(p+1)^2 + (p+1)$</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>$20(p+1)^4 + 36(p+1)^2$</td>
<td>$20(p+1)^4 + 36(p+1)^2$</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>$99(p+1)^6 + 216(p+1)^3$</td>
<td>$99(p+1)^6 + 216(p+1)^3$</td>
</tr>
</tbody>
</table>

3. Evaluate Navier’s eqns. on global level:

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGAC</th>
<th>IGAG</th>
<th>FEAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(p+1)$</td>
<td>$(p+1)^2$</td>
<td>$(p+1)^2$</td>
</tr>
<tr>
<td>2</td>
<td>$12(p+1)^2$</td>
<td>$4(p+1)^4$</td>
<td>$4(p+1)^4$</td>
</tr>
<tr>
<td>3</td>
<td>$21(p+1)^3$</td>
<td>$9(p+1)^6$</td>
<td>$9(p+1)^6$</td>
</tr>
</tbody>
</table>

#### Total operations:

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGAC</th>
<th>IGAG</th>
<th>FEAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$36(p+1) + 2$</td>
<td>$3(p+1)^2 + 14(p+1)$</td>
<td>$3(p+1)^2 + 4(p+1)$</td>
</tr>
<tr>
<td>2</td>
<td>$136(p+1)^2 + 37$</td>
<td>$24(p+1)^4 + 69(p+1)^2 + 4$</td>
<td>$24(p+1)^4 + 52(p+1)^2 + 4$</td>
</tr>
<tr>
<td>3</td>
<td>$323(p+1)^3 + 223$</td>
<td>$108(p+1)^6 + 278(p+1)^3 + 20$</td>
<td>$108(p+1)^6 + 254(p+1)^3 + 20$</td>
</tr>
</tbody>
</table>
A.4. Flops to evaluate the local residual vector in elastodynamics

<table>
<thead>
<tr>
<th>$d$</th>
<th>IGA-C</th>
<th>IGA-G</th>
<th>FEA-G</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Only steps 1. to 3. of Appendix A.1: Assume that the Jacobian and the Hessian in IGA-C and the Jacobian in IGA-G/FEA-G are precomputed at each collocation/quadrature point.</td>
<td>Only steps 1. to 4. and 7. of Appendix A.1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$6(p + 1)$</td>
<td>$11(p + 1)$</td>
<td>$(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>$18(p + 1)^2$</td>
<td>$25(p + 1)^2 + 4$</td>
<td>$8(p + 1)^2 + 4$</td>
</tr>
<tr>
<td>3</td>
<td>$40(p + 1)^3$</td>
<td>$44(p + 1)^3 + 20$</td>
<td>$20(p + 1)^3 + 20$</td>
</tr>
<tr>
<td></td>
<td>1b. Compute first/second derivatives of $w \mathbf{u}$ w.r.t. local coordinates:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$4(p + 1)$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>$20(p + 1)^2$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>$54(p + 1)^3$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1c. Compute first/second derivatives of $\mathbf{u}$ w.r.t. local coordinates and the matrix of squared first derivatives:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$2 + 1 = 3$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>$10 + 13 = 23$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>$27 + 63 = 90$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1d. Compute first/second derivatives of $\mathbf{u}$ w.r.t. global coordinates: Solve systems of eqs. according to steps 7. and 8. of Appendix A.1.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$1 + 3 = 4$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>$14 + 64 = 78$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>$52 + 401 = 453$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2. Evaluate external force and add to global residual:</td>
<td>2. Evaluate external force, add to element residual: From right to left: $\mathbf{H}^T \mathbf{f} \</td>
<td>J</td>
</tr>
<tr>
<td>1</td>
<td>$1$</td>
<td>$2(p + 1) + 2$</td>
<td>$2(p + 1) + 2$</td>
</tr>
<tr>
<td>2</td>
<td>$2$</td>
<td>$4(p + 1)^2 + 3$</td>
<td>$4(p + 1)^2 + 3$</td>
</tr>
<tr>
<td>3</td>
<td>$3$</td>
<td>$6(p + 1)^3 + 4$</td>
<td>$6(p + 1)^3 + 4$</td>
</tr>
<tr>
<td></td>
<td>3. Evaluate Navier’s eqs. with second derivatives of $\mathbf{u}$ and add to global residual:</td>
<td>3. Evaluate internal force, add to element residual: From right to left: $\mathbf{B}^T \mathbf{D} \mathbf{B} \ \mathbf{c} \</td>
<td>J</td>
</tr>
</tbody>
</table>
Appendix B. Point upwinding in isogeometric collocation

For advection dominated operators, central difference type equations as they typically arise from Galerkin discretizations have long been known to lead to solutions that are corrupted by spurious oscillations [130,129,128]. It is natural that this also holds for IGA collocation, since the collocation points based on the Greville abscissae are located central to the corresponding B-spline basis functions. A common way to deal with this problem is the concept of upwinding [130,129,128]. In the context of IGA collocation, we can achieve an upwinding effect by simply shifting the collocation points upstream in the direction of the velocity. From a variational point of view, this corresponds to Dirac $\delta$ functions in the weighted residual form (see Section 2.2) that are shifted upstream. Since the modified Dirac $\delta$ functions are applied to all terms in the PDE, this formulation can be considered a consistent Petrov–Galerkin weighted residual method. In principle, this simple procedure is equivalent to shifting quadrature points upstream in a Galerkin context [134,135] and has been successfully adapted to other collocation schemes based on different sets of collocation points (see for example [136–138]).

The validity and efficiency of point upwinding for IGA collocation is briefly illustrated by some results for the 2D advection dominated benchmark of Fig. 58, discretized with a $10 \times 10$ mesh of quadratic B-splines. Fig. B.69a shows the unstable oscillatory solution resulting from collocation at the standard Greville abscissae. Figs. B.69b and c show the improvement of the solution for moderate and strong shifting of collocation points upstream. Although the general solution behavior is considerably improved by upwinding, it also entails spurious oscillations that can be observed at the lower-right part of the domain. Whereas the solution is completely free of oscillations and almost hitting the exact value of zero everywhere for moderate upwinding (see Fig. B.69b), a checker-board pattern appears for strong upwinding of collocation points (see Fig. B.69c). Note that the oscillations and moderate accuracy for values close to $u = 0$ in the plots of Figs. 59 and 60 are due to this phenomenon. For more complex problems with varying Péclet numbers, it would be useful to determine an explicit relation depending on the local Péclet number that provides the optimal distance a point needs to be shifted as a compromise between the beneficial effect of upwinding and the oscillatory side-effects of Fig. B.69c. Beyond the idea of collocation-point upwinding, we believe that it would be beneficial to investigate the development of a consistent stabilized IGA collocation technology that achieves analogous advantages as the SUPG method [130] for Galerkin based discretization methods.

Appendix C. Supplementary data

Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.1016/j.cma.2013.07.017.
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