A fully “locking-free” isogeometric approach for plane linear elasticity problems: A stream function formulation
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Abstract

In this paper, we study plane incompressible elastic problems by means of a “stream-function” formulation such that a divergence-free displacement field can be computed from a scalar potential. The numerical scheme is constructed within the framework of NURBS-based isogeometric analysis and we take advantage of the high continuity guaranteed by NURBS basis functions in order to obtain the displacement field from the potential differentiation. As a consequence, the obtained numerical scheme is automatically locking-free in the presence of the incompressibility constraint. A Discontinuous Galerkin approach is proposed to deal with multiple mapped, possibly multiply connected, domains. Extensive numerical results are provided to show the method capabilities.
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1. Introduction

In this work we focus on two-dimensional plane strain linear elastic problems and we investigate the possibility of solving in an exact way the constraint induced by the incompressibility condition through the use of an isogeometric interpolation based on Non-Uniform Rational B-Splines (NURBS), see [15]. In particular, we take advantage of the fact that high continuity across the elements is easily achieved by NURBS functions.

It is well known that it is possible to rewrite the incompressible elastic problem as an elliptic fourth-order problem in terms of a scalar potential (referred to as stream function, see [12]) whose curl gives the displacement field. That is, the problem is rewritten such to have only a single scalar field unknown (implying less degrees of freedom than the original problem) and the displacements are obtained computing the curl of such a scalar field in post-processing. The obtained solution is divergence-free by construction and, hence, the incompressibility constraint is automatically and exactly satisfied.

The trade-off of this methodology is the need to construct a solution characterized by higher continuity than the one required by the original problem. This aspect represents a severe drawback for standard numerical techniques such as finite elements, because rather complicated methods must be adopted (see, for instance, the elements detailed in [2]). In the present paper this difficulty is perfectly circumvented and solved resorting to isogeometric analysis [15], which may be seen as a generalization of classical finite element analysis. Indeed, the NURBS-based isogeometric approach allows to use shape functions smoother than the standard $C^0$-continuity of finite elements. Another strength of that approach, which is of great relevance in all engineering applications, is that it makes...
possible the exact geometric representation of CAD objects and simplifies mesh refinement (see [15]).

Accordingly, combining the stream function reformulation and the NURBS-based technique we end up with a discretization procedure for which volumetric locking effects cannot occur. Therefore, the proposed formulation represents a highly accurate alternative to more classical approaches, such as mixed or enhanced strain finite element methods (see [9] or [21], for instance).

The paper starts with a presentation of the stream function formulation for plane linear elasticity. Then, after a brief review of some basic concepts of Non-Uniform Rational B-Splines (NURBS), we introduce the isogeometric approach that is employed both for describing the problem geometry and for approximating the stream function. Moreover, we sketch an extension of our formulation to deal with 3D problems. We also outline a Discontinuous Galerkin type approach to deal with the case of multipatch domains, thus including multiply connected geometries. Finally, we present extensive numerical tests in order to show the capabilities of the method on some significant model problems. In particular, a first comparison with some mixed-enhanced finite elements (see [5,16]) shows a superior behaviour of our NURBS-based discretization. As a conclusion, future directions of research on the proposed formulation are drawn.

2. The plane linear elasticity problem for incompressible materials

We consider the plane linear elasticity problem in the framework of the infinitesimal theory (cf., e.g. [14 or 20]) for a homogeneous isotropic incompressible material. The elastic body occupies a regular region \( \Omega \) in \( \mathbb{R}^2 \) with boundary \( \partial \Omega = \Gamma_D \cup \Gamma_N \) such that \( \Gamma_D \cap \Gamma_N = \emptyset \). We are therefore led to solve the following boundary-value problem:

\[
\begin{aligned}
&\text{Find} \ (u, \pi) \text{ such that} \\
&-\text{div}\ (2\mu\varepsilon(u) + \pi\delta) = f \quad \text{in} \ \Omega, \\
&\text{div} \ u = 0 \quad \text{in} \ \Omega, \\
&u = 0 \quad \text{on} \ \Gamma_D, \\
&2\mu\varepsilon(u) + \pi\delta \cdot n = g \quad \text{on} \ \Gamma_N,
\end{aligned}
\]

where \( u = (u_1, u_2) \), \( \Omega \to \mathbb{R}^2 \) is the displacement field, \( \pi, \Omega \to \mathbb{R} \) is the pressure-like field, \( f = (f_1, f_2) \), \( \Omega \to \mathbb{R}^2 \) and \( g = (g_1, g_2) \), \( \Gamma_N \to \mathbb{R}^2 \) are loading terms. Moreover, \( \varepsilon(\cdot) \) is the usual symmetric gradient operator acting on vector fields, while \( \delta \) is the second-order identity tensor. Finally, \( \mu \) is the Lamé coefficient, for which we suppose that \( 0 < \mu_0 \leq \mu \leq \mu_1 < +\infty \).

Let \( H^1_D(\Omega) \) be the Sobolev space of \( H^1 \) functions vanishing on \( \Gamma_D \). We recall that a standard variational formulation of problem (1) consists in finding \((u, \pi) \in V \times Q = (H^1_D(\Omega))^2 \times L^2(\Omega)\) which solves the system

\[
\begin{aligned}
2\mu \int_\Omega \varepsilon(u) : \varepsilon(v) + \int_\Omega \pi \text{div} v &= \int_\Omega f \cdot v + \int_{\Gamma_N} g \cdot v \quad \forall v \in V, \\
\int_\Omega \text{div} u &= 0 \\
\int_\Omega g \cdot \text{div} u &= 0 \quad \forall q \in Q.
\end{aligned}
\]

If \( \Gamma_D = \partial \Omega \), one has to set \( Q = L^2(\Omega) \).

It is well-known that problem (2) is well-posed and it fits into the theory extensively studied in [9], for instance. However, its finite element discretization requires some care in order to overcome the "volumetric locking phenomenon." A detailed discussion on this issue can be found in [9], for example.

In this paper, we will not consider numerical strategies based on formulation (2). Instead, we introduce the space of divergence-free functions:

\[
K = \{ v \in V, \text{div} v = 0 \} \subset V
\]

and we notice that the displacement field \( u \in V \), part of the solution of system (2), is determined by solving the variational equation:

\[
\begin{aligned}
\text{Find} \ u \in K \text{ such that} \\
2\mu \int_\Omega \varepsilon(u) : \varepsilon(v) &= \int_\Omega f \cdot v + \int_{\Gamma_N} g \cdot v \quad \forall v \in K.
\end{aligned}
\]

Assume now that \( \Omega \) is a simply connected domain. Then, given \( v \in K \), there exists a uniquely defined scalar potential \( \phi \in H^2(\Omega) / \mathbb{R} \) such that

\[
v = \text{curl} \ \phi,
\]

where \( \text{curl} = (-\partial/\partial y, \partial/\partial x) \), see [12]. Setting \( \Phi = \{ \phi \in H^2(\Omega) / \mathbb{R}, \text{curl} \phi = 0 \text{ on } \Gamma_D \} \)

it is easily seen that \( \text{curl} \) provides an (algebraic and topological) isomorphism between \( \Phi \) and \( K \). As a consequence, we can write the solution \( u \) of (4) as \( u = \text{curl} \psi \), where \( \psi \in \Phi \) is the solution of the following problem:

\[
\begin{aligned}
\text{Find} \ \psi \in \Phi \text{ such that} \\
2\mu \int_\Omega \varepsilon(\text{curl} \psi) : \varepsilon(\text{curl} \phi) &= \int_\Omega f \cdot \text{curl} \phi + \int_{\Gamma_N} g \cdot \text{curl} \phi \quad \forall \phi \in \Phi.
\end{aligned}
\]

Observe that (7) is the usual stream-function formulation for the Stokes problem (see [12]): it will be the basis for the discretization technique we will propose in Section 3.3. Notice also that (7) is a fourth-order elliptic (symmetric) problem.

3. The NURBS-based isogeometric analysis

In this section, we first present a brief summary of NURBS-based isogeometric analysis for two-dimensional problems, for which an extensive account has been given in [6,10,15]. We then introduce our numerical strategy for the stream function formulation (7).

We recall that Non-Uniform Rational B-Splines (NURBS) are a standard tool for describing and modeling curves, surfaces and solids in computer aided design.
(CAD) and computer graphics (see [17,18]). A short description of these functions follows.

3.1. B-Splines and NURBS

B-splines in the plane are piecewise polynomial curves composed of linear combinations of B-spline basis functions. The coefficients are points in the plane, referred to as control points.

A knot vector is a set of non-decreasing real numbers representing coordinates in the parametric space of the curve \( \{ \xi_1 = 0, \ldots, \xi_{n+p+1} = 1 \} \), where \( p \) is the order of the B-spline and \( n \) is the number of basis functions (and control points) necessary to describe it. A knot vector is said to be uniform if its knots are uniformly-spaced and non-uniform otherwise. Moreover, a knot vector is said to be open if its first and last knots are repeated \( p + 1 \) times. In what follows, we always employ open knot vectors. Basis functions formed from open knot vectors are interpolatory at the ends of the parametric interval \([0, 1]\) but are not, in general, interpolatory at interior knots.

Given a knot vector, univariate B-spline basis functions are defined recursively starting with \( p = 0 \) (piecewise constants)

\[
N_{i,0}(\xi) = \begin{cases} 
1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\
0 & \text{otherwise.} 
\end{cases}
\]

For \( p > 1 \)

\[
N_{i,p}(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} N_{i+1,p-1}(\xi).
\]

In Fig. 1, we present an example consisting of \( n = 9 \) cubic basis functions generated from the open knot vector \( \{0, 0, 0, 0, 1/6, 1/3, 1/2, 2/3, 5/6, 1, 1, 1, 1\} \).

An important property of B-spline basis functions is that they are \( C^{p-1} \)-continuous, if internal knots are not repeated. If a knot has multiplicity \( k \), the basis is \( C^{p-k} \)-continuous at that knot. In particular, when a knot has multiplicity \( p \), the basis is \( C^0 \) and interpolatory at that location.

By means of tensor products, a B-spline region can be constructed starting from knot vectors \( \{ \xi_1 = 0, \ldots, \xi_{n+p+1} = 1 \} \) and \( \{ \eta_1 = 0, \ldots, \eta_{m+q+1} = 1 \} \), and an \( n \times m \) net of control points \( B_{ij} \). Two-dimensional basis functions \( N_{i,p} \) and \( M_{j,q} \) (with \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \)) of order \( p \) and \( q \), respectively, are defined from the knot vectors, and the B-spline region is the image of the map \( S : [0, 1] \times [0, 1] \to \Omega \) given by

\[
S(\xi, \eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi)M_{j,q}(\eta)B_{ij}.
\]

The two-dimensional parametric space is the domain \([0, 1] \times [0, 1]\). Observe that the two knot vectors \( \{ \xi_1 = 0, \ldots, \xi_{n+p+1} = 1 \} \) and \( \{ \eta_1 = 0, \ldots, \eta_{m+q+1} = 1 \} \) generate in a natural way a mesh of rectangular elements in the parametric space.

A rational B-spline in \( \mathbb{R}^2 \) is the projection onto two-dimensional physical space of a polynomial B-spline defined in three-dimensional homogeneous coordinate space. For a complete discussion of these space projections, see [11] and references therein. In this way, a great variety of geometrical entities can be constructed and, in particular, all conic sections can be obtained exactly. The projective transformation of a B-spline curve yields a rational polynomial curve. Note that when we refer to the “order” of a NURBS curve, we mean the order of the polynomial curve from which the rational curve was generated.

To obtain a NURBS curve in \( \mathbb{R}^2 \), we start from a set \( B_i^* \) \((i = 1, \ldots, n)\) of control points (“projective points”) for a B-spline curve in \( \mathbb{R}^3 \) with knot vector \( \Xi \). Then the control points for the NURBS curve are

\[
(B_i)_j = \frac{(B_i^*)_j}{w_i}, \quad j = 1, 2,
\]

where \( (B_i)_j \) is the \( j \)th component of the vector \( B_i \) and \( w_i = (B_i^*)_0 \) is referred to as the \( i \)th weight. The NURBS basis functions of order \( p \) are then defined as

\[
R_i^p(\xi) = \frac{N_{i,p}(\xi)w_i}{\sum_{i=1}^{n} N_{i,p}(\xi)w_i}.
\]

The NURBS curve is defined by

\[
C(\xi) = \sum_{i=1}^{n} R_i^p(\xi)B_i.
\]

Analogously to B-splines, NURBS basis functions on the two-dimensional parametric space \([0, 1] \times [0, 1]\) are defined as

\[
R_{i,j}^{p,q}(\xi, \eta) = \frac{N_{i,p}(\xi)M_{j,q}(\eta)w_{ij}}{\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi)M_{j,q}(\eta)w_{ij}},
\]
where \( w_{i,j} = (B_i^w)_{j} \). Observe that the continuity and supports of NURBS basis functions are the same as for B-splines.

NURBS regions, similarly to B-spline regions, are defined in terms of the basis functions (15). In particular we assume from now on that the physical domain \( \Omega \) is a NURBS region associated with the \( n \times m \) net of control points \( B_{ij} \), and we introduce the geometrical map \( F : [0,1] \times [0,1] \rightarrow \overline{\Omega} \) given by

\[
F(\xi, \eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} R_{i,j}^p(\xi, \eta) B_{ij},
\]

(16)

3.2. Isogeometric analysis

The image of the elements in the parametric spaces are elements in the physical spaces. The physical mesh is therefore

\[
\mathcal{F}_h = \{ F(\xi_i, \eta_j) \} \quad \text{with} \quad i = 1, \ldots, n + p, \quad j = 1, \ldots, m + q.
\]

(17)

We denote by \( h \) the mesh-size, that is, the maximum diameter of the elements of \( \mathcal{F}_h \).

Following the isoparametric approach, the space of NURBS functions on \( \Omega \) is defined as the span of the push-forward of the basis functions (15)

\[
\mathcal{V}_h = \text{span}\{ R_{i,j}^p \circ F^{-1} \}_{i=1,\ldots,n; j=1,\ldots,m}.
\]

(18)

3.3. Numerical method

We introduce here the NURBS conforming discretization of the variational problem (7). Let \( \mathcal{V}_h \) denote a NURBS space as introduced in (18), of regularity \( C^k \), \( k \geq 1 \), and degree \( p > k \). We have \( \mathcal{V}_h \subset H^2(\Omega) \), and then we can introduce the following conforming discretizations of \( \Phi \)

\[
\Phi_h = \mathcal{V}_h \cap \Phi.
\]

(19)

The numerical method for (7) we propose is a plain Galerkin formulation: the approximated displacement is defined as \( u_h = \text{curl} \psi_h \), where \( \psi_h \in \Phi_h \) is the solution of the problem

\[
\begin{align*}
\text{Find } \psi_h & \in \Phi_h \text{ such that } \\
2 \mu \int_{\Omega} \varepsilon(\text{curl} \psi_h) : \varepsilon(\text{curl} \phi_h) + \int_{\Gamma_N} \mathbf{g} : \text{curl} \phi_h & = \int_{\Omega} \mathbf{f} : \text{curl} \phi_h + \int_{\Gamma_N} \mathbf{g} : \text{curl} \phi_h, \quad \forall \phi_h \in \Phi_h.
\end{align*}
\]

(20)

Observe that (20) is uniformly coercive and continuous, hence well-posed.

4. A brief discussion on possible extensions

In this section, we briefly sketch some possible extensions of formulation (20) to more complicated case. A complete analysis of such situations is beyond the aims of the present paper, and will be provided in future works.

4.1. Three-dimensional case

Our formulation (7) relies on the existence of a scalar potential \( \phi \) for a divergence free field \( \mathbf{v} \) such that (5) holds true. It is well known that in 3D, even for simply connected domains, the representation (5) does not hold, but instead each divergence free field can be represented in terms of a vector potential \( \mathbf{\varphi} \). Moreover, the vector potential \( \mathbf{\varphi} \) is not unique and it is determined up to a gradient of a function in \( H^1(\Omega) \). This implies that if we use formulation (7) in three dimensions verbatim, we will not obtain a well-posed problem due to the lack of solution uniqueness. We propose here a possible modification of (7) which does not change the nature of the formulation, thus showing that it is possible to tackle 3D problems as well. In what follows, for the sake of exposition, we suppose for simplicity that \( \Omega \) is a simply connected Lipschitz bounded domain in \( \mathbb{R}^3 \) with connected boundary \( \partial \Omega \).

Following [1, Eq. (3.36)], the vector potential \( \varphi \) is uniquely determined if

\[
\mathbf{v} = \text{curl} \varphi, \quad \text{div} \varphi = 0 \quad \text{in} \ \Omega, \quad \varphi \cdot \mathbf{n} = 0 \quad \text{on} \ \partial \Omega.
\]

(21)

This suggests how to extend formulation (7) in 3D. Let \( \Phi = \{ \varphi \in L^2(\Omega)^3, \ \text{div} \varphi \in H^1(\Omega)^3, \ \text{curl} \varphi \in H^1(\Omega)^3, \ \varphi \cdot \mathbf{n} = 0 \text{ on } \partial \Omega, \ \text{curl} \varphi = 0 \text{ on } \Gamma_D \} \).

(22)

Regularity issues concerning vector fields in \( \Phi \) are addressed in [1]. Following again [1], and using Poincaré–Friedrichs inequality, \( \Phi \) is a Hilbert space endowed with the norm \( (\Gamma_D \neq \emptyset) \):

\[
||\varphi||_\Phi^2 := ||\text{curl} \varphi||_{\Omega}^2 + ||\text{div} \varphi||_{\Gamma_D}^2.
\]

(23)

where \( || \cdot ||_{\Phi} \) denotes the \( \Phi \)-seminorm. Problem (7) can be reformulated in 3D as follows:

\[
\begin{cases}
\text{Find } \psi \in \Phi \text{ such that } \\
\mathbf{a}(\psi, \varphi) = \int_{\Omega} \mathbf{f} : \text{curl} \varphi + \int_{\Gamma_N} \mathbf{g} : \text{curl} \varphi, \quad \forall \varphi \in \Phi,
\end{cases}
\]

(24)

where

\[
\mathbf{a}(\psi, \varphi) = 2 \mu \int_{\Omega} \varepsilon(\text{curl} \psi) : \varepsilon(\text{curl} \varphi) + 2 \mu \int_{\partial \Omega} \text{div} \psi : \text{div} \varphi.
\]

(25)

Korn’s inequality ensures coercivity of the bilinear form \( \mathbf{a}(\cdot, \cdot) \) in the \( || \cdot ||_{\Phi} \) norm (as soon as \( \Gamma_D \neq \emptyset \)), thus the solution uniqueness is guaranteed. Finally, it is easy to check that \( \text{curl} \psi \) is the solution of the elasticity problem. Therefore, we may discretize problem (24) using the NURBS approximation, as described in Section 3.

4.2. Multipatch formulation

We consider the case where the domain \( \Omega \) needs to be split into \( N \) patches \( \Omega_a \), \( a = 1, \ldots, N \), described by \( N \) different geometrical maps.
The space \( \Phi_a \), defined in (3), can be obtained by glueing the \( X_a \)'s, i.e. by imposing continuity of the traces across the interior interfaces. More precisely, it holds

\[
\forall x, \beta = 1, \ldots, N.
\]

For the corresponding (patch-wise) potential \( \phi \), the glueing condition is therefore

\[
\text{curl} \phi|_{\Omega_x} = \text{curl} \phi|_{\Omega_\beta} \quad \forall x, \beta = 1, \ldots, N.
\]

Hence, we here define the space \( \Phi \) as

\[
\Phi = \{ \phi \in L^2(\Omega) : \phi|_{\Omega_x} \in \Phi_x, \quad x = 1, \ldots, N; \quad \phi \text{ fulfills Eq. (29)} \}.
\]

**Remark 1.** The space \( \Phi \) defined in (30) is different from its analogous introduced in the single-patch approach (cf. (6)). Indeed, conditions (29) only imply that the jump of \( \phi \) is constant across the interior interfaces, and, therefore, \( \phi \) is not necessarily a continuous function. This is in accordance to what happens for multiply connected regions, where the existence of a globally continuous potential \( \phi \) is not guaranteed, as it is well-known (see [12], for instance).

Having introduced the space \( \Phi \), the variational formulation of the problem on \( \Omega \) for the unknown \( \psi \) is still

\[
\begin{align*}
\text{Find } \psi &\in \Phi \text{ such that } \\
2\mu \int_\Omega \varepsilon(\text{curl} \psi) : \varepsilon(\text{curl} \varphi) &= \\
&= \int_\Gamma f \cdot \text{curl} \varphi + \int_\Gamma g \cdot \text{curl} \varphi, \quad \forall \varphi \in \Phi
\end{align*}
\]

and the displacement is obtained as \( u = \text{curl} \psi \).

At the discrete level, we are in a similar condition: on each patch \( \Omega_x \), a space of NURBS \( \Phi_{a,b} \subset \Phi_a \) is defined, as described in Section 3. We then form the global approximation space

\[
\Phi_h = \Phi_{1,b} \oplus \cdots \oplus \Phi_{N,b}
\]

Now, we could directly enforcing the glueing conditions (29), by selecting \( \Phi_h \cap \Phi \) as discrete space. However, it is more convenient to work with a space \( \Phi_h \subset \Phi \), employing a Discontinuous Galerkin technique (see [3], for example) to take conditions (29) into account. Similar Discontinuous Galerkin type techniques have been developed [7,8,13], for instance.

Remark 2. We remark that formulation (32) is a strongly consistent discretization of problem (31), as typical for DG.
methods. A rigorous analysis of the NURBS schemes based on (32) can be developed by using the results of [6] in combination with the techniques of [7,8,13].

5. Numerical tests

In this section we present some numerical experiments performed to show the capabilities of the numerical method previously introduced. For all tests, we select an incompressible material with \( \mu = 40 \). Moreover, we remark that here and in the following we express forces and lengths as \( KN \) and \( m \), respectively.

5.1. Square block under a uniform body load with two constrained sides

We start considering a well-established problem taken from standard engineering literature. This test consists of a square block, subjected to a uniform body load \( f \), with two consecutive constrained sides (Fig. 5), for which we set \( L = 1 \) and \( f = (0, -80) \).

We then consider a reference solution obtained from the (locking-free) quadrilateral mixed-enhanced formulation proposed in [16], that we have coded within the research-oriented finite element code FEAP (see [19]). A very fine mesh of \( 101 \times 101 \) nodes (with two degrees of freedom per node) has been employed (see Fig. 6). We check the solution in three points referred to as \( A, B \) and \( C \), whose coordinates are, respectively, \( (1/2, 1), (1, 1) \) and \( (1, 1/2) \) (cf. Fig. 5). The reference solution in correspondence of \( A, B \) and \( C \) is as follows:

- \( \mathbf{u}^e_{\text{ref}} = (0.0782, -0.1575); \)
- \( \mathbf{u}^e_{\text{ref}} = (0.0915, -0.1624); \)
- \( \mathbf{u}^e_{\text{ref}} = (0.1658, -0.1176). \)

In Figs. 7 and 8, we report contour plots of the reference solution for the two displacement components over the deformed shape.

In Table 1, we report the solutions obtained with the method proposed in the present paper for different choices of approximation orders and grids, normalized with respect to the reference solutions (i.e., in terms of \( \hat{u}_i = u_i/(u_{\text{ref}}) \)).
In the last column of the table, we also report the number of degrees of freedom effectively employed for the computations.

<table>
<thead>
<tr>
<th>Order</th>
<th>c.p. grid</th>
<th>( \tilde{u}^A_x )</th>
<th>( \tilde{u}^A_y )</th>
<th>( \tilde{u}^B_x )</th>
<th>( \tilde{u}^B_y )</th>
<th>( \tilde{u}^C_x )</th>
<th>( \tilde{u}^C_y )</th>
<th># of d.o.f.'s</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 x 2</td>
<td>11 x 11</td>
<td>0.941</td>
<td>0.968</td>
<td>0.969</td>
<td>0.966</td>
<td>0.976</td>
<td>0.956</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>21 x 21</td>
<td>0.974</td>
<td>0.988</td>
<td>0.986</td>
<td>0.986</td>
<td>0.991</td>
<td>0.981</td>
<td>361</td>
</tr>
<tr>
<td></td>
<td>31 x 31</td>
<td>0.984</td>
<td>0.993</td>
<td>0.991</td>
<td>0.992</td>
<td>0.995</td>
<td>0.989</td>
<td>841</td>
</tr>
<tr>
<td></td>
<td>11 x 11</td>
<td>0.965</td>
<td>0.985</td>
<td>0.979</td>
<td>0.983</td>
<td>0.988</td>
<td>0.974</td>
<td>81</td>
</tr>
<tr>
<td>3 x 3</td>
<td>21 x 21</td>
<td>0.988</td>
<td>0.996</td>
<td>0.993</td>
<td>0.994</td>
<td>0.996</td>
<td>0.992</td>
<td>361</td>
</tr>
<tr>
<td></td>
<td>31 x 31</td>
<td>0.994</td>
<td>0.997</td>
<td>0.997</td>
<td>0.998</td>
<td>0.998</td>
<td>0.997</td>
<td>841</td>
</tr>
<tr>
<td></td>
<td>11 x 11</td>
<td>0.972</td>
<td>0.989</td>
<td>0.988</td>
<td>0.990</td>
<td>0.991</td>
<td>0.979</td>
<td>81</td>
</tr>
<tr>
<td>4 x 4</td>
<td>21 x 21</td>
<td>0.992</td>
<td>0.997</td>
<td>0.997</td>
<td>0.997</td>
<td>0.998</td>
<td>0.997</td>
<td>361</td>
</tr>
<tr>
<td></td>
<td>31 x 31</td>
<td>0.996</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>841</td>
</tr>
</tbody>
</table>

We highlight that, in order to impose the boundary conditions, we have to prescribe zero displacements (i.e. zero gradient components for the stream function) on a part of the boundary (the left and the bottom side) that we indicate with \( \Gamma \). To do that, we have just to impose zero values for all of the control points constituting \( \Gamma \) and for those adjacent to it, as in this way the stream function is forced to have zero normal and tangential derivative on \( \Gamma \).

Moreover, in Fig. 9, we report the control net and the mesh obtained using \( p = q = 4 \) and \( 31 \times 31 \) control points, while in Figs. 10–12 we report contour plots of the solution, obtained using such a mesh, in terms respectively of the stream function and of the displacement components. The latter are plotted over the deformed shape and they show the same behavior as in Figs. 7 and 8.

As it is possible to observe from the numerical results, good solutions are obtained even using low-order NURBS interpolations over coarse grids.

### 5.2. Fully constrained square block with a trigonometric body load

The second test we consider consists of a fully constrained square block occupying the region \( \Omega = (-L, L) \times (-L, L) \) with a uniform body load. We report the control net and the mesh obtained using \( p = q = 4 \) and \( 31 \times 31 \) control points for the NURBS-based method. We recall that there is only one degree of freedom per control point.
We choose a particular body load \( f \) for which the corresponding analytical solution \( u \) is available (cf. [5]).

For this problem we set

\[
\begin{align*}
L &= \pi/2, \\
n_1 &= \mu \cos y \sin y (1 - 4 \cos^2 x) - 2xy \cos(x^2 y), \\
n_2 &= -\mu \cos x \sin x (1 - 4 \cos^2 y) - x^2 \cos(x^2 y),
\end{align*}
\]

such that the analytical solution in terms of displacement components is

\[
\begin{align*}
u_1 &= -\frac{\cos^2 x \cos y \sin y}{2}, \\
\nu_2 &= \frac{\cos^2 y \cos x \sin x}{2},
\end{align*}
\]

while the solution in terms of the stream function \( \psi \) reads as

\[
\psi = \frac{\cos^2 x \cos^2 y}{4}.
\]

Analogously to the previous test, in Figs. 13–15, we report contour plots of the solution, obtained using \( p = q = 4 \) and \( 31 \times 31 \) control points, in terms of the stream function and of the displacement components. We remark that in this case we have to impose zero displacement conditions on the whole boundary \( \partial \Omega \); this is obtained by prescribing the stream function to have zero values for all of the boundary control points and for those adjacent to \( \partial \Omega \).

In Figs. 16 and 17, we also report the convergence plots for the two components of the displacement field when
using cubic and quartic approximations along each direction. We remark that, here and in the following, we compute errors using the \( L^2 \)-norm (denoted by \( \| \cdot \|_0 \)). It is possible to observe (see also Table 2) that, even if for coarse grids we get higher rates of convergence than expected, such rates tend to the expected theoretical values (i.e., 3 and 4 respectively) as the grid gets finer and finer.

Moreover, in Fig. 18, we study the convergence of the solution as a function of the order of approximation over a \( 21 \times 21 \) control point grid. As expected, an exponential rate of convergence with respect to the employed order is obtained.

Then, as we are interested in a comparison between the performance of the proposed approach with standard finite element techniques, in Fig. 19 we show the convergence plots of Figs. 16 and 17 as compared with the ones presented in [5,16] and obtained using some mixed-enhanced finite element formulations. The plots are in terms of relative \( L^2 \)-norm errors of the displacement modulus, considered as a function of:

<table>
<thead>
<tr>
<th>p = q = 3</th>
<th>(-4.113)</th>
<th>(-3.702)</th>
<th>(-3.505)</th>
<th>(-3.394)</th>
<th>(-3.323)</th>
<th>(-3.274)</th>
<th>(-3.237)</th>
<th>(-3.210)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p = q = 4</td>
<td>(-6.286)</td>
<td>(-5.338)</td>
<td>(-4.942)</td>
<td>(-4.727)</td>
<td>(-4.592)</td>
<td>(-4.499)</td>
<td>(-4.432)</td>
<td>(-4.380)</td>
</tr>
</tbody>
</table>
(1) the number of control points per direction, for the NURBS discretizations of the stream function formulation;
(2) the number of nodes per direction, for the finite elements discretizations essentially based on formulation (2).

It is worth noticing that:

(1) control points in the adopted NURBS formulation and nodes in mixed-enhanced finite elements do not have an equal weight in terms of degrees of freedom, since for the new approach the unknown field is scalar. Namely, a control point corresponds to only one degree of freedom, while in the case of the mixed-enhanced finite elements each node corresponds to three degrees of freedom (two for the displacement components, one for the pressure).

(2) The stiffness matrix corresponding to the NURBS approach is less sparse than the one arising from finite element procedures, due to the larger support of NURBS basis functions. In addition, a larger condition number is expected, as a result of the discretization of a fourth-order problem.

We may reasonably assume that these two effects will even up in terms of computational costs. Therefore, we think that Fig. 19 represents a fair preliminary comparison.

Accordingly, the formulation proposed in this paper shows a superior behavior with respect to all the finite element approaches studied in [5].

We finally solve this example also using a multipatch approach, in order to test the formulation proposed in Section 4.2.
Fig. 22. Fully constrained quarter of an annulus with a polynomial body load: control net and mesh obtained using $p = q = 2$ and $4 \times 4$ control points.

Fig. 23. Fully constrained quarter of an annulus with a polynomial body load: control net and mesh obtained using $p = q = 4$ and $38 \times 36$ control points.

Fig. 24. Fully constrained quarter of an annulus with a polynomial body load: stream function obtained using $p = q = 4$ and $38 \times 36$ control points.

Fig. 25. Fully constrained quarter of an annulus with a polynomial body load: first displacement component obtained using $p = q = 4$ and $38 \times 36$ control points.
The problem consists of dividing the square domain \( \Omega = (-L,L) \times (-L,L) \) into two subdomains \( \Omega_1 = (-L,0) \times (-L,L) \) and \( \Omega_2 = (0,L) \times (-L,L) \), sharing the common interface \( \Gamma = \{0\} \times (-L,L) \) (cf. Fig. 4). The formulation is then modified by the introduction of the integrals along \( \Gamma \), as prescribed by (32), and choosing the stabilizing constant \( C_S = 10 \).

We conclude this example showing the convergence plots for cubic approximation (Fig. 20), where it is shown that also for the multipatch solution the expected convergence rate is recovered.

### 5.3. Fully constrained quarter of an annulus with a polynomial body load

As a last numerical experiment, we focus on the behavior of the method when studying a problem on a domain that cannot be represented exactly with standard finite elements. The selected domain \( \Omega \) is the quarter of an annulus reported in Fig. 21, which is considered to be fully constrained along its boundary \( \partial \Omega \). We remark that, again, boundary conditions are imposed by prescribing the stream function to have zero values for all of the boundary control points and for those adjacent to \( \partial \Omega \).

Also for this example, we choose a particular body load \( f \) for which the corresponding analytical solution \( u \) is available. We set

\[
R_1 = 1, \quad R_2 = 4, \\
f_1 = -2 \cdot 10^{-6} \mu (91485 x^4 y^2 + 2296 x^6 y^6 + 7680 x^2 + 645 x^8 y^2 - 15470 x^6 y^2 - 3808 x^4 + 2889 y^6 + 1280 y^2 - 36414 x^4 y^4 + 107856 x^2 y^4 + 13 y^{10} - 374 y^8 + 1122 y^6 x^2 - 22338 y^6 x^2 - 16320 x^4 - 73440 x^2 y^2 + 9630 x^6 - 1020 x^8 + 30 x^{10}), \\
f_2 = 8 \cdot 10^{-6} y^3 x \mu (7704 y^4 + 1280 + 258 x^6 y^2 + 492 x^4 y^4 - 4641 x^4 y^2 + 310 y^6 x^2 - 5202 x^2 y^4 + 25 x^8 - 680 x^8 + 4815 x^4 + 51 y^8 - 1241 y^6 + 18297 x^2 y^2 - 5440 x^2 - 7344 y^2),
\]

such that the analytical solution in terms of displacement components is

\[
u_1 = 10^{-6} x^6 y^4 (x^2 + y^2 - 16) (x^2 + y^2 - 1) \times (5 x^4 + 18 x^2 y^2 - 85 x^2 + 13 y^4 + 80 - 153 y^2), \\
u_2 = -2 \cdot 10^{-6} y^5 (x^2 + y^2 - 16) (x^2 + y^2 - 1) \times (5 x^4 - 51 x^2 + 6 x^2 y^2 - 17 y^2 + 16 + y^4),
\]

while the solution in terms of the stream function \( \psi \) reads as

\[
\psi = -2 \cdot 10^{-6} y^5 (x^2 + y^2 - 16) (x^2 + y^2 - 1) \times (5 x^4 - 51 x^2 + 6 x^2 y^2 - 17 y^2 + 16 + y^4),
\]

Fig. 26. Fully constrained quarter of an annulus with a polynomial body load: second displacement component obtained using \( p = q = 4 \) and \( 38 \times 36 \) control points.

Fig. 27. Fully constrained quarter of an annulus with a polynomial body load: solution convergence for \( p = q = 3 \).

Fig. 28. Fully constrained quarter of an annulus with a polynomial body load: solution convergence for \( p = q = 4 \).
would like to mention the case of extensions deserve further investigations. Among them, we convergence rates of the error. In our approach, showing in particular the optimal performance of our experiments are provided to illustrate the actual convergence plots for the two components of the displacement field when using cubic \((p = q = 3)\) and quartic \((p = q = 4)\) approximations \((p = q = 3)\) and \((p = q = 4)\) as the grid gets finer and finer.

6. Conclusions

We have presented an isogeometric analysis for plane linear incompressible elasticity problems. Our formulation stems from the introduction of a suitable scalar potential function which is able to easily describe the function space satisfying the incompressibility constraint. Several numerical experiments are provided to illustrate the actual performance of our approach, showing in particular the optimal convergence rates of the error.

We conclude by pointing out that, in our opinion, many extensions deserve further investigations. Among them, we would like to mention the case of nearly incompressible materials, as well as the problem of designing efficient strategies for the pressure recovery. Furthermore, and more importantly, the three-dimensional elastic problem should be deeply considered. Such extensions, along with mathematical details on the formulation, will be the subject of future communications.
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\[ \psi = 10^{-6}(x^2 + y^2 - 1)(x^2 + y^2 - 16)x^5. \]

In Fig. 22, we report the very coarse (but anyway capable of representing exact geometry) control net and mesh obtained using \(p = q = 2\) and \(4 \times 4\) control points along the two parametric directions, while in Fig. 23 we report the ones obtained using \(p = q = 4\) and \(38 \times 36\) control points. We then show contour plots of the solution in terms of the stream function and of the displacement components over the finer mesh (Figs. 24–26). Moreover, we report the convergence plots for the two components of the displacement field when using cubic \((p = q = 3)\) and quartic \((p = q = 4)\) approximations (Figs. 27 and 28). Again, as shown by Table 3, the convergence rates tend to the expected values (i.e., 3 and 4, respectively) as the grid gets finer and finer.

Table 3

<table>
<thead>
<tr>
<th>Fully constrained quarter of an annulus with a polynomial body load: slope sequence of the piece-wise linear curves in Fig. 27</th>
<th>(p = q = 3)</th>
<th>(p = q = 3)</th>
<th>(p = q = 4)</th>
<th>(p = q = 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st component</td>
<td>3.716</td>
<td>4.030</td>
<td>3.582</td>
<td>3.297</td>
</tr>
<tr>
<td>2nd component</td>
<td>3.766</td>
<td>4.042</td>
<td>3.603</td>
<td>3.278</td>
</tr>
<tr>
<td>1st component</td>
<td>7.068</td>
<td>5.693</td>
<td>4.614</td>
<td>4.310</td>
</tr>
<tr>
<td>2nd component</td>
<td>7.115</td>
<td>5.654</td>
<td>4.655</td>
<td>4.310</td>
</tr>
</tbody>
</table>

\[ \frac{x^2}{x^2 + y^2 - 1}\]
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