1 Meshless method theory

One of the reasons for this development is the fact that mesh-free and mesh-adaptive discretizations are often better suited to cope with geometric changes of the domain of interest, e.g. free surfaces and large deformations, than the classical structured-mesh discretization techniques (FEM-finite element method, FDM-finite difference method, FVM-finite volume method etc.). Typically, more than 70 percent of the overall computing time is spent by mesh generators. Since mesh-free discretization techniques are based only on a set of independent points which eliminates the costs of mesh generation. The classical FEM relies on the local approximation properties of polynomials. The method fails when there is high local oscillatory solution or high deformation locally. This can also be understood as that there is a need of high $C^k$ continuity functions ($p$-refinement) in the FEM literature. Meshless method provides the good solution for this p-refinement problem of FEM with the help of shape functions called Kernel functions without increasing the cost of the solution, and while keeping the reasonable degree of accuracy. Meshless method shape functions has more smoothness which means that one can go to higher order derivative also.

Several meshfree methods have been proposed since the prototype of the meshfree methods (the smoothed particle hydrodynamics (SPH) by Gingold and Monaghan [21] and L. B. Lucy[30]) was born. They are the diffuse element method (DEM) by Nayrole et al. [33], the element free Galerkin method (EFG) by Belytschko et al. [8], the reproducing kernel particle method (RKPM) by Liu et al. [28], the partition of unity finite element method (PUFEM) by Babuska and Melenk [4], the b-p Clouds by Duarte and Oden [14], the moring least-square reproducing kernel method (MLSRK) by Liu et al. [29], the meshless local boundary integral equation method (LBIE) by Zhu et al. [49], the meshless local Petrov-Galerkin method (MLPG) by Atluri et al. [2], meshless point collocation methods by Aluru [1], meshless finite point method by Oñate et al. [34] and more.

The development of this method is motivated by the need for new techniques for the solution of problems where the classical FEM approaches fail or are prohibitively expensive; for example, equations with rough coefficients (arising e.g. in the modelling of composites, materials with microstructure, stiffeners, etc) and problems with boundary layers or highly oscillatory solutions fall into that category.

2 SPH

In the traditional SPH method proposed by Gingold and Monaghan [21], the state of the art is represented by a set of particles which possess individual material properties and move according to the governing conservation equations i.e equilibrium equation. Smoothed particle hydrodynamics, as a meshfree, Lagrangian, particle method, has its particular characteristics. It has some special advantages over the traditional grid-based numerical methods, the most significant one among which is the adaptive nature of the SPH method. This adaptability of SPH is achieved at the very early stage of the field variable approximation that is performed at each time step based on a current local set of arbitrarily distributed particles or in other words with the help of kernel function of compact support which make sure that the value at any particle is consistent with the neighbouring particles within the compact support. Because of this adaptive nature of the SPH approximation, the approximation is not affected by the arbitrariness of the particle motion. Therefore, it can naturally handle problems with extremely large deformation. This is, therefore, the most attractive feature of the SPH method. SPH is derived in two step process: first the kernel approximation and the second is particle approximation as mention below. Theoretically exact value of any generic function at any point can be computed by taking the convolution of the function with dirac function.

$$f(x)|_I = \int_{\Omega} f(x)\delta(x-x_I)\,d\Omega$$ (1)
The Dirac delta function can be loosely thought of as a function on the real line which is zero everywhere except at the point location $x_I$, where it is infinite

$$\delta(x - x_I) = \begin{cases} \infty, & x = x_I \\ 0, & x \neq x_I \end{cases} \quad (2)$$

and which is also constrained to satisfy the identity

$$\int_{-\infty}^{\infty} \delta(x) dx = 1 \quad (3)$$

Since the Dirac function is a hypothetical function, and it is difficult to talk about its continuity and differentiability at any point. Therefore there is a need which can substitute well the Dirac function. In the same spirit, the first approximation is introduced by using the smoothed function $W_I(x)$, also called Kernel function in place of Dirac function.

$$f^h(x)|_I = \int_{\Omega} f(x) W(x - x_I, h) d\Omega \quad (4)$$

where $h$ is called the smoothing length of the kernel function. The kernel function are compact in nature which means that they are non zero positive in small domain while zero elsewhere. The smoothing length governs the shape and the amplitude of the kernel function. When the smoothing length $h \to 0$ the kernel can be approximated by the Dirac delta function.

$$\lim_{h \to 0} W(x, h) = \delta(x) \quad (5)$$

The second approximation called particle approximation is employed at this stage to solve the above (eq. 4) numerically, which is being used in computational analysis. This can be achieved by discretization of the continuous domain $\Omega$ into the small patches $\Delta\Omega_J$ as

$$f^h(x)|_I = \sum_J f_J W_I(x_J) \Delta\Omega_J \quad (6)$$

In the similar way the approximation of the gradient of the generic function $f(x)$ is derived. For example replacing the function $f(x)$ in (eq. 4) by $\nabla f(x)$ can be represent as

$$\nabla f^h(x)|_I = \int_{\Omega} \nabla f(x) W(x - x_I, h) d\Omega \quad (7)$$

By applying the integration by parts, above equation can be rewritten as

$$\nabla f^h(x)|_I = \int_{\partial\Omega} f(x) W(x - x_I, h) n d\partial\Omega - \int_{\Omega} f(x) \nabla W(x - x_I, h) d\Omega \quad (8)$$

Due to the compact support property of the chosen kernel function, the first term of the right hand side approaches to zero. But this term will not tend to zero when the particle location is on the boundary or near boundary of the domain. Moving from (eq. 1) to (eq. 6) reproducibility is lost. This deficiency has important consequences for the resolution of boundary value problems in terms of accuracy, stability and
convergence of the approximation[42]. This convergence problem will be addressed later in this report. Now further with the help of the second approximation, we can rewrite the equation as,

$$\nabla f^h(x)|_I = - \sum_j f_j \nabla W_j(x_J) \Delta \Omega_J$$  \hspace{1cm} (9)

But due to the convergence reason for the non-uniform particle distribution, the equation is modified to the following

$$\nabla f^h(x)|_I = \sum_j [f_I - f_j] \nabla W_j(x_J) \Delta \Omega_J$$  \hspace{1cm} (10)

which adds one more property of the suitable kernel function should meet that the derivative of the kernel function is anti-symmetric in the domain at about any point location or mathematically by saying

$$\int_\Omega \nabla W_J(x_J) d\Omega = 0$$  \hspace{1cm} (11)

In particular, SPH methods are widely used for fast transient dynamic simulations, such as explosions or impact problems, because of their low computational cost and its ability to handle severe distortions. Other meshless methods, such as EFG or RKPM, can also deal with large distortions and go beyond finite element computations, but with a higher computational cost (due to the use of Gauss quadratures or specific techniques to accurately integrate the weak form). In its original form SPH had several weak points, described in detail in Swegle et al. [43] and Belytschko et al. [6] and Xiao et al. [46], and also Huerta et al. [24] for a review. These problems listed as:

1. Lack of Consistency or completeness [7].
2. Tensile instability [46, 43, 15].
3. Applying essential boundary conditions.
4. Presence of zero-energy modes or the oscillatory modes in the numerical solution[46].

Some of the measures proposed in literature to cure these drawbacks are re-mentioned here in this work later.

### 2.1 Kernel Functions

Since the kernel is the key element in the SPH methodology, this should be primary concern to any user of SPH. In the paper[20] analyzed the measures of merit for one-dimensional SPH kernel functions. Various kernels with a compact support have been established[20], such as super Gaussian kernels, spline kernels, polynomial kernels and cosine kernels etc. The computational range of these kernels is usually no more than three times the smoothing length. Its concluded there that the key variables in a kernel’s worth is its shape and the ration of the particle separation with respect to smoothing length, $\Delta x/h$. Its being approved that bell shaped kernel functions (Gaussian kernel functions) and Q-spline kernels can be regarded as the best kernels [20, 23] in approximation as compared to other kernel functions. Kernel function should try to meet the same properties as the dirac function listed below.
• Positive in its domain
• Integral of the kernel over entire domain is equal to one, \( \int_{\Omega} W_i(x) d\Omega = 1 \)
• Continuous higher derivatives.
• Defined in compact support

Various kernels with a compact support have been established[20], such as super Gaussian kernels, spline kernels, polynomial kernels and cosine kernels etc.

![Figure 1: Kernel functions](image)

An example of kernel function is given in Figure 1. where a Gaussian function and B-spline function is depicted. Their expression are given as respectively

Gaussian kernel function in 1-D is given by

\[
W(x) = \frac{1}{(\pi h^2)^{n/2}} \exp\left[ -\frac{x^2}{h^2} \right]
\]

where \( x \) is the distance measured from the center, \( n \) is the dimension of the space and \( h \) is the smoothing length.

Similarly, B-spline function in 1-D is given by

\[
W(r, h) = \begin{cases} 
\frac{1}{n} (\frac{n^2}{2} - r^2 + \frac{r^2}{2}), & 0 < r < 1 \\
\frac{1}{n} (2 - r)^3, & 1 \leq r < 2 \\
0, & r \geq 2 
\end{cases}
\]

where \( r = \frac{\|x\|}{h} \), measured from the center and \( h \) is the smoothing length.
3 Consistency, Completeness and reproducing conditions

In the finite-difference literature the consistency of an approximation is defined by its ability to exactly represent the differential equation in the limit as the number of grid points goes to infinity and the maximum distance between neighbouring grid points goes to zero. Consistency plus stability implies convergence. As mentioned before moving from (eq. 1) to (eq. 6) reproducibility is lost, and there is great need of correcting the kernel functions of traditional SPH to meet the convergence criterion at the boundary. Two types of correction are proposed in literature. We can employ correction either to the approximating functions, or to the derivatives in order to have the completeness of the approximating functions.

An approximation \( f^b(x) \) is complete to order \( k \) if any polynomial up to order \( k \) can be represented exactly.

\[
f^b(x) = \sum I \Phi_I(x) f_I \quad (14)
\]

where \( \Phi_I(x) \) are approximating functions and \( f_I \) are the nodal values. If the nodal values are given by a polynomial, i.e

\[
f_I = a_0 + a_1 x_I + a_2 x_I^2 + \ldots + a_k x_I^k \quad (15)
\]

then the reproducing conditions (and completeness) of order \( k \) are met if

\[
f^b(x) = \sum I \Phi_I(x) f_I = a_0 + a_1 x + a_2 x^2 + \ldots + a_k x^k \quad (16)
\]

By the above equation we can obtain the following conditions

\[
\sum I \Phi_I = 1 \quad (17)
\]
\[
\sum I \Phi_I x_I = x \quad (18)
\]
\[
\sum I \Phi_I x_I^2 = x^2 \quad (19)
\]
\[
\ldots
\]
\[
\sum I \Phi_I x_I^k = x^k \quad (20)
\]

As proposed in the literature that we can employ correction to the derivative also for reproducing the approximating functions completely. Computationally the cost for the corrected derivative is less as compared to the corrected approximating function for reproducing the functions completely. This can be obtained by taking the derivatives of above equations. For example, the linear derivative reproducing conditions for functions in 1D can be written as

\[
\sum I \Phi_I x_I = x \quad (18)
\]
\[
\sum I \Phi_I x_I^2 = x^2 \quad (19)
\]
\[
\sum I \Phi_I x_I^k = x^k \quad (20)
\]
\[ \sum_j \Phi_{j,x} = 0 \quad (21) \]
\[ \sum_j \Phi_{j,x I} = 1 \quad (22) \]

For correction of the approximating function, some following approaches are proposed. In the bracket it is mentioned the order of the polynomial that the following correction can able to reproduce exactly.

1. Shepard Correction.[41] (constant functions only)
2. Moving least square approach.[27](desired \(k\)th order function)
3. Reproducing kernel particle approach.[27](desired \(k\)th order function)
4. Radial basis function.

We can also employ the derivative corrections to reproduce function completely. Several approaches are examined with some mentioned below:

1. Symmetrization given in Monaghan.[32]
2. Johnson and Beissel Correction.[25](linear functions)
3. Randles and Libersky renormalization.[40](constant or linear functions)
4. Krongauz and Belytschko correction.[26](linear functions)

### 3.1 Correction of approximating function

The first approach to insuring completeness in kernel approximations is to correct the approximation function so that it satisfies the required reproducing conditions. After the correction is make on the approximation, the derivatives of the approximation will satisfy the corresponding derivative reproducing conditions. Expanding the Taylor series for \(f(x)\) about \(x_I\), and multiplying both sides by a kernel function, and integrating over the domain \(\Omega\) yields,

\[
\int_\Omega f(x)W_I(x)dx = f(x_I) \int_\Omega W_I(x)dx + f_x(x_I) \int_\Omega (x-x_I)W_I(x)dx + \ldots
\]

where \(f_x = \frac{df}{dx}, f_{xx} = \frac{d^2f}{dx^2}\), and \(W_I(x) = W(x-x_I, h)\). By the symmetry property of the kernel function, coefficients of the first derivative terms on the right side of the above equation tends to zero, except near the boundary, which means the following at the boundary:
\[ \int_{\Omega} (x - x_I)W_I(x)dx \approx \int_{\Omega} \Theta(h)W_I(x)dx \]
\[ \int_{\Omega} (x - x_I)^2W_I(x)dx \approx \int_{\Omega} \Theta(h^2)W_I(x)dx \]  
(24)

The above equations can be corrected so that it tends to zero by making correction to the kernel function or in other words make the inherent property of the chosen kernel function.

Therefore the (eq. 23) can be rewritten as by dropping the truncation error terms (eq. 24),

\[ f(x)_I \approx \frac{\int_{\Omega} f(x)W_I(x)dx}{\int_{\Omega} W_I dx} \]  
(25)

For those points \( x_I \) far away from a boundary, the integral of \( W_I(x) \) is equal to 1. Hence, (eq. 25) reduces to the conventional kernel estimate, (eq. 6). The truncation error is on the order of \( (x - x_I)^2 \) or \( h^2 \) in the interior of the domain whereas on the order of \( (x - x_I) \) or \( h \) for \( x_I \) near or on the boundary because the integral of the product \( (x - x_I)W_I(x) \) is no longer equal to zero. The difference between (eq. 4) and (eq. 25) is clear. Ignoring the correction term (denominator term), i.e. the integral of \( W_I(x) \) in (eq. 25), is the essential factor for causing the boundary deficiency in the conventional kernel estimate. In the similar way, we can approach to the correction of the derivative of the approximating function by replacing \( W_I(x) \) with \( W_{I,x} = \frac{\partial W_I(x)}{\partial x} \). The following expression is generated by manipulation of the (eq. 23)

\[ f(x)_I \approx \frac{\int_{\Omega} [f(x) - f(x_I)W_{I,x}dx]}{\int_{\Omega} (x - x_I)W_{I,x}dx} \]  
(26)

Since by the property of the kernel function that the first derivative of the kernel function is antisymmetric, denominator of the (eq. 26) will not become zero. The truncation error is of order of \( h^2 \) in the interior domain and of order \( h \) near the boundary. The following section mention the two general approach for correcting the approximating function to the desired \( k^{th} \) order reproducibility.

3.1.1 Moving Least Square approach

Moving least square is the approach to achieve the corrected kernel function. Moving least square is the similar term that is used in Statistics to fit the curve among the scattered data points. Assume the interpolating function \( f^h(x) \) in the form

\[ f^h(x) = f^h(x, a_0, a_1, \ldots, a_I) \]  
(27)

where the parameters \( a_0, \ldots, a_I \) are determined by minimizing the error, (for each fixed \( x \); therefore, strictly speaking, the coefficients depend on \( x \)). The local character of the moving least-squares (MLS) approximation, i.e. the moving part, arises from the dependence of parameters \( a_I \) on \( x \) which further depends on the kernel window.

\[ L = \Sigma_i [f_i - f^h(x_I, a_0, \ldots, a_I)]^2W_I(x) \]  
(28)

This method is called moving least squares method. By minimization of the above equation, the parameters are determined, and the global approximation \( f^h(x) \) takes the form

\[ f^h(x) = \Sigma_i \Phi_i(x)f_i \]  
(29)

Construction: In the moving least square approximation, we let

\[ f^h(x) = \Sigma_I p_I(x)a_I(x) \]  
(30)
Here \( I \) is the number of terms in the basis, \( p_I(x) \) are monomial basis functions, and \( a_I(x) \) are their coefficients, which as indicated, are functions of the spatial coordinates \( x \). The commonly used bases for the linear and quadratic basis in 1-D are

\[
p_T = (1, x) \quad p_T = (1, x, x^2) \quad \text{in} \ 1D,
\]

(31)

The coefficients \( a_I(x) \) are obtained by minimizing the difference between the local approximation value and the function value at any given point. This yields the quadratic form

\[
J = \sum_J W(x-x_J)(f^h(x,J) - f(x))^2
\]

(32)

where \( W(x-x_J) \) is a weighting function with compact support; the same weight functions as in SPH are used. Note that the term corresponding to \( f^h(x) \) in (eq. 32) consists of the monomials at \( x_J \) and the coefficient at \( x \). Above equation can be rewritten in the form as

\[
J = ((P a - u)^T W(x))(Pa - u)
\]

(33)

where \( f^T = (f_1, f_2 \ldots f_n) = u^T = (u_1, u_2 \ldots u_n) \). The change of symbol is used here just for brevity.

\[
P = \begin{bmatrix}
p_1(x_1) & p_2(x_1) & \ldots & p_m(x_1) \\
p_1(x_2) & p_2(x_2) & \ldots & p_m(x_2) \\
\vdots & \vdots & \ddots & \vdots \\
p_1(x_n) & p_2(x_n) & \ldots & p_m(x_n)
\end{bmatrix}
\]

(34)

and

\[
W(x) = \begin{bmatrix}
W(x-x_1) & 0 & \ldots & 0 \\
0 & W(x-x_2) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & W(x-x_n)
\end{bmatrix}
\]

(35)

To find the coefficients \( a(x) \), we obtain the extremum of \( J \) by

\[
\frac{\partial J}{\partial a} = A(x)a(x) - B(x)u = 0,
\]

(36)

where \( B \) is called the moment matrix and is given by

\[
A = P^T W(x)P
\]

(37)

\[
B = P^T W(x)
\]

(38)

The approximation \( f^h(x) \) can then be expressed as

\[
f^h(x) = \sum_J \Phi_J^h(x) f_J,
\]

(39)
where the shape functions are given by

$$\Phi^k = [\Phi^k_1(x) \ldots \Phi^k_n(x)] = p^T A^{-1}(x) B(x),$$  \hspace{1cm} (40)

where the superscript $k$ is the order of the polynomial basis. The above $\Phi^k_j(x)$ are the corrected kernel function of the consistency or reproducibility of order $k$. The spatial derivatives of the shape functions are obtained by

$$\Phi_{I,x} = (p^T A^{-1} B)_x$$
$$= p^T_x A^{-1} B_1 + p^T (A^{-1})_x B_1 + p^T A^{-1} B_{1,x}$$ \hspace{1cm} (41)

where

$$B_{1,x} = \frac{dw}{dx} (x - x_I) p(x_I)$$  \hspace{1cm} (42)

and $A^{-1,x}$ is computed by

$$A^{-1,x} = -A^{-1} A_x A^{-1}$$ \hspace{1cm} (43)

where

$$A_x = \sum_{I=1}^n w(x - x_I) p(x_I) p^T(x_I)$$
$$= \frac{dw}{dx} (x - x_1) \begin{bmatrix} 1 & x_1 \\ x_1 & x_1^2 \end{bmatrix} + \frac{dw}{dx} (x - x_2) \begin{bmatrix} 1 & x_2 \\ x_2 & x_2^2 \end{bmatrix}$$
$$+ \ldots \frac{dw}{dx} (x - x_n) \begin{bmatrix} 1 & x_n \\ x_n & x_n^2 \end{bmatrix}$$ \hspace{1cm} (44)

Similarly, the second derivative expression can be derived by chain rule

$$\Phi_{I,x} = (p^T A^{-1} B_1)_x + p^T_x (A^{-1})_x B_1 + p^T_x A^{-1} B_{1,x}$$
$$p^T_x (A^{-1})_x B_1 + p^T ((A^{-1})_x)_x B_1 + p^T (A^{-1})_x B_{1,x}$$
$$p^T_x A^{-1} B_{1,x} + p^T (A^{-1})_x B_{1,x} + p^T A^{-1} (B_{1,x})_x$$ \hspace{1cm} (45)

where

$$A^{-1,x} = - (A^{-1} A_x A^{-1})_x$$
$$= -(A^{-1})_x A A^{-1} - A^{-1} (A_x)_x A^{-1} - A^{-1} A_x (A^{-1})_x$$ \hspace{1cm} (46)
3.1.2 Reproducing kernel particle approach

Reproduce Kernel approach was developed by Liu et al. [28] in order to reproduce the approximating function correctly. By introducing the correction function, the kernel function in kernel estimate is modified to satisfy the consistency condition in any arbitrary domain of problems and, as a result, the shape function of the method and its derivatives are derived.

It involves the correction to the kernel function as

\[ K_I(x) = C_I(x)W_I(x) \] (47)

In the above expression \( W_I(x) \) is the SPH kernel function, while \( C_I(x) \) function is the correction function. In order to obtain the desired reproducing properties \( C_I(x) \) assumes the following relationship

\[ C_I(x) = b_0I + b_1I(x - x_I) + \ldots \] (48)

As mentioned in the section 3.1, the truncation error can be pushed to higher order terms if the chosen kernel function posses the following property.

\[
\begin{align*}
  p_0 &= \int_\Omega K_I(X)dx = 1 \\
  p_1 &= \int_\Omega (x - x_I)K_I(X)dx = 0 \\
  p_2 &= \int_\Omega (x - x_I)^2K_I(X)dx = 0
\end{align*}
\] (49-51)

The above equation can be rewritten again with the help of the (eq. 48) as following considering the consistency only upto first order term.

\[
\begin{align*}
  p_0 &= \int_\Omega \left(b_0I + b_1I(x - x_I)\right)W_I(X)dx = 1 \\
  p_1 &= \int_\Omega (x - x_I)\left(b_0I + b_1I(x - x_I)\right)W_I(X)dx = 0
\end{align*}
\] (52-53)

Further defining the following in the discretized form,

\[
\begin{align*}
  m_0 &= \sum_J W_I(x_J)dx_J \\
  m_1 &= \sum_J (x_J - x_I)W_I(x_J)dx_J \\
  m_2 &= \sum_J (x_J - x_I)^2W_I(x_J)dx_J
\end{align*}
\] (54-56)

Then, the following system of equation is obtained from (eq. 52-53)
Solving for $b_{0I}, b_{1I}$ from the above equations and back substitution to the (eq. 47) will give the required corrected kernel function of first order consistency.

The basic idea of meshless methods[42] is to use shape functions which are used in fitting of points. More precisely, given a distribution of nodes $x_I$, the fitting algorithm (moving least square or reproducing kernel approximant ) is invoked to produce to produce the shape functions, $\Phi_I$ which are then used in the discretization of the continuum in either method Galerkin or Collocation method. These shape functions are used in a Galerkin or collocation discretization process to set up a linear system of equations. All these data fitting approaches do not depend (at least to a great extent) upon a mesh or any fixed relation between grid points (particles). However, the realization and implementation of such a method is not so simple in general: there are often problems with stability and consistency conditions.

4 Discretization

The discretization scheme employed in the meshfree numerical simulation is presented in this section. In the work reported so far, the following method of discretization schemes are well renowned, namely

1. Collocation methods [1]
2. Galerkin methods [8, 37, 17]

Each methods has some advantages and disadvantages in itself. Galerkin-based meshless method are computational intensive, whereas collocation-based meshless methods suffer from instability (Tensile instability and rank deficiency). Lets consider the example of imposing collocation method and Galerkin methods on the conservation of linear momentum equation in Lagrangian formulation.

$$\rho_0 \ddot{u} = \nabla_X \cdot P + \rho_0 b$$ (58)

where $\rho_0$ initial densities, $\ddot{u}$ material time derivatives of displacement vector, $\nabla_X$ is the gradient or divergence operator expressed in material derivatives, $P$ is the nominal stress tensor and $b$ is the body force. The boundary conditions are following

$$u(X, t) = \bar{u}(X, t) \quad \Gamma^u_0$$
$$n^0 \cdot P(X, t) = \bar{t}(X, t) \quad \Gamma^t_0$$ (60)

where $\bar{u}$ and $\bar{t}$ are the prescribed displacement and traction values on the boundary, respectively, $n^0$ is the outward normal to the domain and $\Gamma^u_0 \cup \Gamma^t_0 = \Gamma_0$, $\Gamma^u_0 \cap \Gamma^t_0 = 0$
4.1 Collocation Based Method

In collocation methods the discrete equations are obtained by enforcing the equilibrium equation on the set of nodes. Now by enforcing the kernel approximation mentioned in (eq. 9) to the governing (eq. 58) at particle $I$ in domain is represented as

$$\rho_0 \ddot{u}_I = \sum_j \nabla_X W_{IJ} \cdot P_s \Delta \Omega_J + \rho_0 b$$  \hspace{1cm} (61)

The above equation are simply linear algebraic equation system and could be solved by any of the standard methods. It should be noted that some more algebraic linear system equations comes from boundary conditions. Hence in this method there are more number of equations than actually the number of unknowns. Nodal integration is used to solve the above equation which encompasses instability due to rank deficiency and tensile instability. Stress point integration could be used to remove rank deficiency, but tensile instability could not be eliminated [46].

As an attempt to avoid the weak form Galerkin method, a least-square formulation was suggested [38] but proved to be adequate only for lower-order schemes such as those for first-order partial differential equations. As an alternative approach, Onate et al. [35] developed a point collocation scheme for fluid flow problem on the basis of weighted least-squares procedure, which they called the finite point method. The finite point method includes additional terms in the strong form to stabilize the convective term. Onate et al. [36] also applied this method to elasticity problems. Aluru [1] and Zhang et al. [48] presented point collocation methods based on the reproducing kernel approximation and radial basis functions, respectively. Zhang et al. [47] proposed a least-squares collocation meshfree method which uses auxiliary points to improve the solution accuracy.

4.2 Galerkin Based Method

Galerkin Based formulation is the standard method that is used in FEM formulation also. One of the essential ingredient of the Galerkin formulation is the integration by parts and the application of the divergence theorem. Using the same ideology (eq. 58) can be framed in galerkin method as

$$\int_{\Omega_0} \rho_0 \delta u \cdot \ddot{u} d\Omega = \int_{\Omega_0} \rho_0 \delta u \cdot b d\Omega - \int_{\Omega_0} (\nabla_X \delta u)^T : Pd\Omega + \int_{\Gamma_0} \delta u \cdot Td\Gamma$$  \hspace{1cm} (62)

where $\delta u$ is the test function from its right candidate Hilbert space set which is here in this case the subset of corrected Kernel functions. Now imposing corrected SPH approximation to the above equation will give

$$m_I \ddot{u}_I = f^{ext}_I - f^{int}_I,$$  \hspace{1cm} (63)

$$f^{ext}_I = \int_{\Omega_0} \rho_0 W_{Ij} b d\Omega + \int_{\Gamma_0} W_{Ij} T d\Gamma$$  \hspace{1cm} (64)
\[
I = \int_{\Omega} (\nabla \chi W_I)^T \cdot P d\Omega \quad (65)
\]

Galerkin methods require some type of cell structure for integration over the problem domain. This procedure assumes exact integration and thus inaccuracy in the integration is directly related to the solution accuracy. Although Galerkin-based meshfree methods have advantageous features, difficulties of imposing essential boundary conditions and undeniable usage of background cell for Galerkin formulation erode merits of meshfree methods. Nodal integration, cell or octree quadrature, and background finite element mesh quadrature have been used. The first of these is the fastest, but appears to suffer from instability [5] and several stabilization schemes have been developed. The second and third have the disadvantage that the resulting method is not truly meshless. In Galerkin based meshless method (GBMM), derivatives in domain integrals are lowered by using the divergence theorem to establish the weak form. The inaccuracy in integration will result in significant error in the solution. However, the shape functions in meshless method are very complex. Delicate background cells and a large number of quadrature points must generally be employed to integrate the weak form as accurate as possible. As a consequence, the GBMM is much more expensive than FEM.

4.3 Integration Schemes

The computational efficiency of mesh free Galerkin methods hinges critically on the choice of domain quadrature, and the issue is more computationally critical in fast dynamics and iterative equilibrium. The shape functions in meshfree methods are rational functions of the spatial coordinates and their local supports may not align with the integration domains. This misalignment is the more significant source of error and affects the accuracy and convergence of meshfree methods[13]. The article [13] also proposes the technique bounding box to impose the alignment of the kernel supports with the integration domain. Note that in case of FEMs supports and integration domains always coincide. Accurate integration of the weak form requires for more quadrature points than in finite element methods. Hence the computational demand of mesh free methods to employ quadrature rules is quite high as compared to FEMs. The major issues with discretization of the continuum via Galerkin is the evaluation of the integrals of the eq. 61 and eq. 64-65. There has some proposed approaches mentioned here.

1. Nodal integration, where the integral is evaluated by
\[
\int_{\Omega} f(x) d\Omega = \sum_{I=1}^{n} f(x_I) \Delta\Omega_I \quad (66)
\]

This is the nodal integration scheme[17] posses the same stability properties as of SPH, which is truly meshless method. The nodal integration is used in collocation methods for evaluating the integrals term. Though this integration is very fast and most suitable e.g for fast transient dynamics problems but this approach gives unstable results for integrating higher order differential equation i.e second order or higher. This need the further careful study for this instabilities which is also not much touched part in the literature. Quadrature schemes that employ only the nodes (also called the particles) as quadrature points, are only moderately slower than the FEM; however, they tend to exhibit instabilities[6, 39]. This problem has been addressed by Beissel and Belytschko [5] and Chen et al. [10], where least-squares stabilization for nodal integration is proposed. Nevertheless, many remarkable solutions have been obtained by standard SPH.

2. Cell or octree quadrature where a regular array of domains in the background is used for quadrature. This approach cost more than the finite element method computationally because the mesh free approximants are non-polynomial in character and required more integration points.
3. Stress point integration approach.

Actually it's not the new approach but a remedy proposed by Dyka et al. [15, 16] to stabilize the standard SPH method or nodal integration method. The convergence and stability properties of stress-point integration are between full integration and nodal integration; the later can be considered unstable. The numerical studies that for uniform arrangements of particles, stress point integration achieves good convergence rates. However, for non-uniform arrangements of particles fail to converge. Least square stabilization is used with stress point integration to get more stabilization and convergence for non-uniform arrangement of particles [19]. Randles et al. [40] extended stress point integration to higher dimensions to stabilize the normalized form of SPH. Stress point integration eliminates instabilities due to rank deficiency but not those due to the tensile instability, see Belytschko et al. [46]. Stress point integration is used when nodal integration is employed either in collocation method or Galerkin method for removing spurious modes or oscillatory modes (rank deficiency instability).

This is used only in evaluating the internal force term. Eq. 65 can be represented as the following using extra integration points called stress points by

\[ f_{j}^{int} = \sum_{J1} V_{j1}^{0} \nabla_{X} W_{I}(X_{J1}) \cdot P_{J1} + \sum_{J2} V_{j2}^{0} \nabla_{X} W_{I}(X_{J2}) \cdot P_{J2} \]  

(67)

where J1 and J2 are subsets of master nodes and stress points respectively.

In the second and third cases Gauss quadratures or specific techniques are employed to accurately integrate [42] the weak form. In the EFG method, the integrals of eq. 64-65 are usually evaluated over background cells based on an octree structure. Full quadrature in the cells is computationally expensive for nonlinear and or dynamic problems. SPH collocation is equivalent to EFG method when nodal integration strategy is employed, so it will exhibit the same instabilities.

5 Boundary Conditions

Imposing essential boundary conditions is a key issue in mesh-free methods. The shape functions in meshless methods are not strict interpolants, i.e. they do not satisfy the Kronecker delta condition

\[ N_{A}(x_{B}) \neq \delta_{AB} = \begin{cases} 1 & \text{if } A = B \\ 0 & \text{otherwise} \end{cases} \]  

(68)

where \( N_{A}(x_{B}) \) is the shape function of node A evaluated at node B, and \( \delta_{AB} \) is the Kronecker delta. In other words the shape function associated to a particle does not vanish at other particles, which is not the case with Finite element method. A consequence of this is that the approximated value on the boundary depends on interior nodes as well as boundary nodes. For example this prevents the treatment like finite element method for Dirichlet boundary conditions, where boundary nodes are simply omitted from the solution procedure. Some of the proposed technique for implementing the essential boundary conditions in mesh free methods are mentioned. These techniques can be classified in following groups:

1. methods based on a modification of the weak form, such as Lagrange multiplier method [8], the penalty method [49] and Nitsche’s method [22, 3]

2. methods in which coupling is achieved between the meshfree shape functions and the finite element shape function near the boundary, which allows directly to impose prescribed values. Coupling between FE and SPH [31] or between FE and EFG or RKPM [9, 24] is used to deal with boundary conditions
problem. On the other hand, bridge scale method proposed in [44] is a general technique to mix a mesh-free approximation with any other interpolation space, in particular with finite elements near the essential boundary.

The most excellent review for imposing the boundary conditions in mesh free method could be found in [18].

6 Stability and Convergence of Meshfree methods

The stability of the particle (meshfree) method is essential to their robustness. Three kinds of instabilities mainly results from the discretization of the continua are mentioned in literature so far namely:

1. a high frequency instability which results from the rank deficiency of the discrete divergence operator and makes the equilibrium equations singular; this occurs regardless of the value of the stress.
2. a tensile instability which results from the interaction of the second derivative of kernel and the tensile stress, it occurs even in one-dimensional plane response or also defined premature fragmentation of the SPH grid in tension.
3. Material instability which is also found in continua.

The tensile instability was first identified by Swegle et al. [43] by a Neumann analysis of the one-dimensional equation. This behavior is synonym to the under-integration of the Galerkin form which leads to spurious singular modes (also called node to node oscillation in some of the reviews) in the solution space. This is analogous to hourglass control for reduced integration in finite element techniques. Stability is a primary concern for any nodal integration method since large oscillations in the solution can often occur unless some measures are taken to mitigate them. In lieu of stabilization, stress points are often introduced near the nodes to avoid these oscillations.

Stress-point integration was first proposed by Dyka and Ingel [15] and Dyka et al. [16] for tension instabilities in SPH. In fact, stress points do not suppress tension instabilities, which are due to a rather anomalous description of the motion in SPH, see [6]. Instead, in many cases they restore the positive definiteness of the linear equations, i.e. they correct rank deficiency. Stress-point integration for multi-dimensions was proposed by Randles et al. [40], who use only the stress points for quadrature. The convergence and stability properties of stress-point integration are between full integration and nodal integration; the latter can be considered unstable.

Some review is mentioned in the article [6] regarding the stability analysis of meshfree methods with Eulerian and Lagrangian kernels formulation. It was concluded in the article that instability due to rank deficiency occurs for both Lagrangian and Eulerian kernels with nodal integration or collocation. This instability can be eliminated by stress points. However, it is found stress points cannot completely stabilize Eulerian kernels. It will be shown that the tensile instability is to a large extent the idiosyncrasy of what we call Eulerian kernels. In an Eulerian kernel, the stability depends on the stress and the second derivative of the kernel. This generates the tensile instability. When the kernel is function of the material (Lagrangian) co-ordinates, a so-called Lagrangian kernel, the tensile instability does not occur. It was also concluded that the best approach to stable particle discretizations is to use Lagrangian kernels with stress points. However the convergence and stability depends on the distribution of the particles on the domain, which give very poor convergence for non-uniform particle distribution. It was concluded that stability can be achieved in
irregular particle distribution by least-square stabilization. The following methods proposed so far in the realm for the stabilization of meshfree methods.

1. Swegle et al. [45] have proposed a conservative smoothing scheme to eliminate the tensile instability.
2. The short wave length modes can be suppressed with Least square stabilization [5, 10] for nodal integration stability which contains the square of the residual of the momentum equation in the weak form.
3. Stabilization by stress point technique which suppresses high frequency instability.

7 Numerical Simulation

Some of the numerical simulation for the solution of the differential equation is presented in this section. It should be noted that Gaussian kernel, $W_I$ is used with smoothing length ($h = 0.225$) in all the examples. The following example illustrates the significance of the uncorrected and corrected standard SPH kernel function in approximating the function. The following function is approximated by the standard SPH method.

$$f(x) = \sin x \quad 0 \leq x \leq \pi$$  \hspace{1cm} (69)

The equations that are used in approximating the above function and its derivative are as.

$$f^h(x)|_I = \sum_j f_J W_I(x_J) \Delta \Omega_J$$  \hspace{1cm} (70)

$$\nabla f^h(x)|_I = \sum_j [f_I - f_J] \nabla W_I(x_J) \Delta \Omega_J$$  \hspace{1cm} (71)

Figure 2.a-2.b clearly mention the inaccuracy in reproducing the function and its first derivative near the boundaries. After correcting the kernel function by Moving least square approach mentioned in section 3.1.1, Figure 2.c-2.d shows excellent correlation between the exact and approximated function.

7.1 Spatial differential equation

Consider the following one-dimensional second order differential equation on the domain $0 \leq x < 1$

$$\frac{d^2 u}{dx^2} + x = 0$$  \hspace{1cm} (72)

with the following boundary conditions

$$u(0) = 0$$

$$\frac{du}{dx} |_{x=1} = 0$$  \hspace{1cm} (73)

The exact solution to the above problem is given by

$$u(x) = \left(\frac{x}{2} - \frac{x^3}{6}\right)$$  \hspace{1cm} (74)
The above differential equation (eq. 72) is solved by Element free Galerkin method [12]. Weak form is computed under the Galerkin method as specified in section 4.2. Further moving least square approximant is used for the approximated solution. Figure 3a shows the good correlation between the approximated and exact solution.

The differential equation (eq. 72) could also be solved by collocation method. The second order derivative of the shape function is mentioned in (eq. 45). Figure 3b shows the good correlation between the approximated and exact solution by collocation method.

Figure 2: Kernel functions

(a) Function approximation  
(b) First derivative approximation

(c) Function approximation with corrected kernel  
(d) First derivative approximation with corrected kernel

Figure 3: differential equation solution.
Next example, consider the following one-dimensional first order differential equation on the domain 

\[ 0 \leq x < \Pi \]

\[ \frac{du}{dx} = x \]  \hspace{1cm} (75)

with the following boundary conditions

\[ u(0) = 0 \]  \hspace{1cm} (76)

The exact solution to the above problem is given by

\[ u(x) = \frac{x^2}{2} \]  \hspace{1cm} (77)

The above differential equation (eq. 75) is solved by Collocation based method as mentioned in section 4.1. Further moving least square approximant is used for the approximated solution. Figure 4 shows the good correlation between the approximated and exact solution.

![Figure 4: Differential equation solution](image)

### 7.2 Temporal differential equation

Next example, consider the following one-dimensional wave equation on string with domain \( 0 \leq x < L \)

\[ \frac{d^2 u}{dt^2} = c^2 \frac{d^2 u}{dx^2} \]  \hspace{1cm} (78)

where \( L \) is the length of the string, \( c \), is wave propagation speed on the string. The following are the boundary conditions

\[ u(0, t) = u(L, t) = 0 \]

\[ \frac{du(x, 0)}{dt} = f(x) \]  \hspace{1cm} (79)

The spatial discretization of the wave equation is achieved with help of collocation methodologies where the second derivative of the shape function is obtained from (eq. 45). Iterative time step is done with the
help of Leap-frog iterative scheme. Figure 5 shows the propagation wave at three different time shots, with the following parameters $L = 4m, c = 5053m/s, timestep = 0.00025sec$

Instability due to node to node oscillation is depicted in Figure 6 below at some time shots of propagation wave. The following parameters is choosed for showing this instability: Figure 6a $L = 1m, c = 5053m/s, timestep = 0.00000025sec$ with initial velocity = 5m/sec to all the particles from $x = 0$ to $x = \frac{L}{4}$. Figure 6b $L = 0.5m, c = 9053m/s, timestep = 0.00000025sec$ with initial velocity a bump function $f(x) = -40xe^{-x^2}$. The solution is clearly no longer smooth which as shown in Figure 5, and clearly shows the numerical integration instability.

(a) Node Oscillation with impulse initial velocity.  
(b) Node Oscillation with bump initial velocity.

Figure 6: Wave equation solution.
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